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2.1 BiRTR

B —XRETREEEER 1. Eig 1. b2, b6, 2. KX 41, SR
3. &5 iM7. BHR7. AE2-BEMHAELAE, ESRETOABER. BHAN
PRAE, SEFRENEF RIS IR & KPR X5 A4 .

iRt AKX
R AKX 1, JHKX 2. IJAK 3
o 1 AKX 1. JRK 2
et 2 AKX 1. JHX 2. AKX 3
L5 36 AKX 1
1£rg 2 AKX 1, JHX 2. TJAK 3
X 41 AKX 1

WEFDEHF 3 AKX 1
Bab AKX 1
M 7 AKX 1
a7 AKX 1

MR 2—=M AKX 1

2.2 FmBk
=ZEMN

BRAZEN
S7 @A A
BB | &3 (vCPU) | WTR(GB)
s7.2xlarge.4 | 8 32
s7.4xlarge.2 | 16 32
s7.4xlarge.4 | 16 64
s7.8xlarge.2 | 32 64

s7.8xlarge.4 | 32 128




O xBc

C7 BATTRIERE
MG IR ¥ (vcPu) | BTE(GB)
c7.2xlarge.4 | 8 32
c7.3xlarge. 2 12 24
c7.3xlarge. 4 | 12 48
c7.4xlarge.2 | 16 32
c/.4xlarge.4 | 16 64
c7.6xlarge.2 | 24 48
c7.6xlarge.4 | 24 96
c7.8xlarge.2 | 32 64
c7.8xlarge.4 | 32 128
c7.12xlarge.2 | 48 96
c7.12xlarge. 4 | 48 192
c7.16xlarge.2 | 64 128
c7.16xlarge.4 | 64 256
c7.24xlarge.2 | 96 192
c7.24xlarge.4 | 96 384
M7 R R
FAGZFR & (vcPU) | ITE(GB)
m7.2xlarge. 8 8 64
m7.3xlarge.8 12 96
m7.4xlarge.8 16 128
m7 .6xlarge. 8 24 192
m7.8xlarge. 8 32 256
m7.12xlarge. 8 48 384
m?7 . 16xlarge. 8 64 512
m7.24xlarge. 8 96 768
S8 mAHE
BB | ZE (vePu) | ITR(GB)
s8.2xlarge.4 | 8 32
s8.3xlarge.4 | 12 48
s8.4xlarge.2 | 16 32
s8.4xlarge.4 | 16 64
s8.6xlarge.2 | 24 48
s8.6xlarge.4 | 24 96
s8.8xlarge.2 | 32 64
s8.8xlarge.4 | 32 128
s8.16xlarge.2 | 64 128




O xBc

MEEHR | B8 (vCPU) | BTFGB)
s8.16xlarge.4 | 64 256
s8.24xlarge.2 | 96 192
s8.24xlarge.4 | 96 384

C8 BT EEREY
MG IR 3 (vcPU) | ATE(GB)
c8.2xlarge.4 | 8 32
c8.3xlarge.4 | 12 48
c8.4xlarge.2 | 16 32
c8.4xlarge.4 | 16 64
c8.6xlarge.2 | 24 48
c8.6xlarge. 4 | 24 96
c8.8xlarge.2 | 32 64
c8.8xlarge.4 | 32 128
c8.12xlarge.2 | 48 96
c8.12xlarge.4 | 48 192
c8.16xlarge.2 | 64 128
c8.16xlarge.4 | 64 256
c8.24xlarge.2 | 96 192
c8.24xlarge.4 | 96 384
c8.32xlarge.2 | 128 256
c8.32xlarge.4 | 128 512
M8 AL EY
FAGZFR % (vcPU) | HEE(GB)
m8. 2xlarge . 8 8 64
m8. 3xlarge. 8 12 96
m8. 4xlarge. 8 16 128
m8.6xlarge. 8 24 192
m8. 8xlarge. 8 32 256
m8.12xlarge. 8 48 384
m8. 16xlarge. 8 64 512
m8. 24xlarge. 8 96 768
m8.32xlarge. 8 128 1024




O X8
EE=EH

Bt hs1 BAE

MIBBIR B (vCPU) | A7R(GB)
hs1.2xlarge. 4 8 32
hs1.4xlarge. 2 16 32
hs1.4xlarge. 4 16 64
Y >
g het T EIE5RAY
MAERIR & (vCcPU) | ITE(GB)
hc1.2xlarge. 4 8 32
hc1 . 4xlarge.?2 16 32
hcl.4xlarge. 4 16 64
hc1.8xlarge. 2 32 64
hc1.8xlarge. 4 32 128
hc1.16xlarge. 2 64 128
hcl.16xlarge. 4 64 256
Yl 3
8t hm1 RTFLLE
MAERIR & (vCcPu) | REE(GB)
hm1.2xlarge. 8 8 64
hm1 . 4xlarge. 8 16 128
A he3 THEIEREY
MIBBIR B (vcPU) | AFF(GB)
hc3.2xlarge. 4 8 32
hc3.4xlarge. 2 16 32
hc3.4xlarge. 4 16 64
hc3 . 8xlarge. 2 32 64
hc3.8xlarge. 4 32 128
hc3. 16xlarge. 2 64 128
hc3. 16xlarge. 4 64 256




O xBc

8t hm3 RTFLAE
FAGZFR % (vcPU) | NEF(GB)
hm3. 2xlarge . 8 8 64
hm3.4xlarge. 8 16 128
hm3. 8xlarge. 8 32 256
RSB AR
MAGZFR B (vcPU) | ATE(GB)
ks1.2xlarge. 4 8 32
ks1.4xlarge.?2 16 32
ks1.4xlarge. 4 16 64
SR e B SR Y
MAGZFR B (vcPU) | ATE(GB)
kc1.2xlarge.4 8 32
kc1.4xlarge.?2 16 32
kcl.4xlarge. 4 16 64
kc1.8xlarge.2 32 64
kc1.8xlarge.4 32 128
kc1.16xlarge.?2 64 128
kc1.16xlarge. 4 64 256
L] ey i
MAKZFR B2 (vcPU) | ATE(GB)
km1.2xlarge.8 8 64
km?1.4xlarge.8 16 128
km?1.8xlarge.8 32 256




O xBc
W

ERHEN

g . ks A
(GB) (Rg#) (BHEE)

physical .sb. 2xlarge1 2 B 28 1% 56 Z&1E 512 — —
2%x480GB 2 *3200GB

HAGBIR ¥ (vCPU)

physical .sb.2xlarge4 | 2B%281%56%kFE | 512

(SSD) (NVMeSSD)
N - 2*%480GB 2 *3200GB
physical . s5.2xlargeb 2 P& 32 1% 64 272 512

(SSD) (NVMeSSD)
physical . sbse. xlarge1 2 B% 32 1% 64 272 256 — —
physical.sb. xlarge3 2 B 32 4% 64 2412 256 — —
physical .s5.2xlarge24 | 2B& 264452 4kFE | 384 - -
physical.sb.2xlarge2.2 | 2% 281256 %% | 1024 — —
physical.sb.2xlarge19 | 2B 204% 40452 | 256 - -
2%480GB 4%1800GB

physical . s5.2xlarge6 2 B& 204% 40 k72 256

(SSD) (SAS)
. 2*960GB 4%1920GB
physical .sbse. 2xlargel.2 | 2 B& 32 1% 64 ZkF% 512 (sSD) (sSD)
. 2*960GB 12*12000GB
physical .sbse. 2xlargel. 1 | 2 B& 32 1% 64 272 512 (sSD) (SATA)

=g
B LA EFE. i@ 10 (SATA) . & 10 (SAS) . #5 10 (SSD) . @®AR
SSD. XSSD—0. XSSD—1. XSSD—2.

2.3 HHEIRK
R
T LE MapReduce REFHITAMBEER BN -

2 MapReduce iR EIE A

* laaS BEARERRER (234, YWIEN. =E&)

RGN

H MapReduce HEIXFFEF B A SEBRMITHRITR.



& 50

- BE/BR. RESHBUINK, —RUXARERAE. &RENKA 1A, KEREIT
MK TTH 2R A, ERATHEKIREEITHIRS.

- 2% BMERIERITEREL, %ﬁ$ﬁ%i%ﬁ¥ﬁﬁ‘ﬂ%$ﬁiﬁﬁﬁﬁ@%
. AEFTTRERN, NEELSHRMEERENRM L S BAIEE,

IR HEFRFEL FRERIERARFARET 100 T,

23

- BE/BR. KEAHEHANRER, WHIEAER MapReduce BIRIEH G H1TIZERRE
RURYE, TRRRMEXED BalftkirEEFoathaEl. MRERBIHERE
BREE. KRBALERS. RETHEIEDEERAMER.

c TR AHREHEE, THEOCRSIIE,

X5
- BE/BR . MREEFREAZETRS . NREFEHESFEHITESR, ROXERE. B
RSBHRRMBETER LR, BRAEETR,

© BH . KR NHTE SRR TENE—MINHNERETIAN, 25
BERRBHEERS . ¥ TRESBEFNEE. BUME 7 RARE, MEXEKE
HITEES, SRE. WASNERTRETEFER. 15T, AEPHTHEE. B
FRETHAREER R, BN S A MHENEETTR R S RS 3.

2.4 THHRGE

5 MapReduce 528¥ %% ] R 2 MapReduce RS- E IR A FMEM~ M BT AAMN . BH~RTk
ARV EASEREAHMN.

=EHNE
R BAME
3] S = _ _
(7T/1\BY) (7t/B)
vCPU (%) 0.095 45 .69
BRA=EN BAA s7
A1E (GB) 0.034 16.31




O xBc

vCPU (%) 0.152 73
BATTEIGRA c7
N7 (GB) 0.029 14
vCPU (%) 0.124 58.43
Wﬁﬁt’f‘t’_ﬂ m7
A1E (GB) 0.029 14
vCPU (#%) 0.096 46
BFAY s8
N¥F (GB) 0.035 17
vCPU (%) 0.154 74
BATTEILRE c8
N7 (GB) 0.029 14
vCPU (#%) 0.125 60
NFLLE m8
A7 (GB) 0.029 14
vCPU (%) 0.1084 52
BAAY kst
N7 (GB) 0.0313 15
CPU (#%) 0.2167
2 4 oy o
ﬁ'ﬁiggiﬂ ke
EEME
A1E (GB) 0.0313 15
vCPU (%) 0.2167 104
NFLALE km1
N7 (GB) 0.0313 15




O xBc

vCPU (#%) 0.0938 45
BAZE hst
AFE (GB) 0.0333 16
vCPU (%) 0.1854 89
THE R T hel
AFE (GB) 0.0292 14
vCPU (%) 0.1854 89
AEEEN | gzt
e W7 (GB) 0.0292 14
vCPU (#%) 0.1854 89
THE SRR hel
AFE (GB) 0.0292 14
vCPU (%) 0.1854 89
AFLALE hm3
AFE (GB) 0.0292 14
#3F. 1 8.5,
MIBEHLINE
=g ERME (T/ /) | BENE (7t/8)
CPU (#%) 0.41 232
A1E (GB) 0.009 5
SATA (GB) 0.000035 0.02
T SAS (GB) 0.00007 0.04
SSD (GB) 0.0018 1




O xBc

ZEEGE

7= g =% (jt/GB//M\BY) | BH (;t/GB/A)
B 10 (SATA) 0.0005 0.3
=10 (SAS) 0.0009 0.4
#= 10 (SSD) 0.0017 1.2
BRI SSD 0.00097 0.7
XSSD—0 0.00105 0.5
XSSD—1 0.0021 1
XSSD—2 0.0042 2
% 18E8.54,
B MR REFEEBHTE
=R EER
RO aHMNE
3 i z al 7
#5 =5 7 i (5/11d) (5e/8)
vCPU (#%) 0.0114 5.4828
BAA s7
N7z (GB) 0.00408 1.9572
@Etasegm | VCPU (12) 0.01824 8.76
o/ W7F (GB) 0.00348 1.68
vCPU (#%) 0.01488 7.0116
BAZEN | AFHAE m7
N7z (GB) 0.00348 1.68
vCPU (#%) 0.01152 5.52
BAZA s8
N7z (GB) 0.0042 2.04
Easegm | VCPU (%) 0.01848 8.88
o8 W7F (GB) 0.00348 1.68




O xBc

vCPU (#%) 0.015 7.2
NFALE m8
A1E (GB) 0.00348 1.68
vCPU (#%) 0.013008 6.24
B AA kst
A1E (GB) 0.003756 1.8
E~=E vCPU (%) 0.026004 12.48
BEHE TTE SRR kel
A1E (GB) 0.003756 1.8
vCPU (#%) 0.026004 12.48
NEFLALE km1
A1E (GB) 0.003756 1.8
vCPU (#%) 0.011256 5.4
BAZEY hst
A1E (GB) 0.003996 1.92
vCPU (#%) 0.022248 10.68
THE IR A he'
A1E (GB) 0.003504 1.68
B~z F vCPU (#%) 0.022248 10.68
S NFALE hm1
A1E (GB) 0.003504 1.68
vCPU (#%) 0.03708 17.8
THE SR A hel
A1E (GB) 0.00584 2.8
vCPU (#%) 0.03708 17.8
ATELALE hm3
A1E (GB) 0.00584 2.8
YIIBEY AR S E IR
= EAg HEME (T//N) | BENE (5t/8)
CPU (%) 0.082 27.84
wfr (GB) 0.0018 0.6
SATA (GB) 0.000007 0.0024
h& SAS (GB) 0.000014 0.0048
SSD (GB) 0.00036 0.12
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1. EAMREZENKS, EXEHAENE,
2. EENMER., BEELA TR, [REUE>EUIRITE 59 47>5 MapReduce] .
3. 7 [ZE MapReduce] i@, & [ZEIFE] .

( :) KRBT & PR RANE - NAEEER - Afetktk v FRE - BHER SH5ERE - TRWEEEz 2% PEN - R SED BF O

EMapReduce

FMapReduce (EMR) BTt B FENSIRIMESRS, NiEr@aik. B%2, HEHED
ETHHPTE, MIMMACERIIBIERES TR, SIRAR PR BRI SR S R SIE Lt
Bk, AlLMa RS fEEFEE Hadoop, Spark, HBasef(Hive{t,

) -

4.  7EE MapReduce RS EHEIETIEREL IR T RIEFER LA T alE. 1
IMKEE, DEEEY, B [SZEIWX] | FEESERECIEERH,

Y HEREHEAE (FRaRMapReducelB5SHH) (KRZRMapReducelBS SR .

mazm: ¥ 6251.6 s ERER
£, BEIRELKSENE 7RIS

5. EBITERR, HEAXATUETRAK.

2.6 TEFE

HHRAAREE

FFiB % MapReduce &8t /R. BT MRIEW SER R AR ERRAITERITR.

SF/ SRERS
BrRO@EidEH a8E, BEE/ B KR NIRTEE.
1. #AE M EHE-BNEFH@E.
2. EEITSHRER N [(EE/BR] NEER, AREISTES, HEFHIRE
3. EHETHINMEE. REHRENUE, TR HIA.
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E2d:08 4 o ArER REER
WEFREAT RIE B WWARBBFE LIRS | i | B B #
R Ll -4 Ed ®UTE RS EREE i
BEY aEEA det [oF - L3 2025-09-15 15:59:29 HE B ~
t BEX aF/ag def Of=:J'4 2025-09-15 15:35:22 5T
t BEY AEEE def ON=-J'3 2025-09-15 09:34:29
t uubi BEY aF/als def © BEIE 2025-06-17 18:11:36 BT
t BEY aE/EE 7ys 18 Of=-)13 2025-06-17 17:27:03

Wi

1) EREE/ BRARRTE. SHNTHERABSERE/ SRR RRITH,
FHR IR ER A

2) /BRI, BERAYT R, k. FETRA. UEY REFRE. Bi&
HEMNE, ETEF/ ERTHEENEERRIRER. KEH2IRE. ERR
Rizfa@it RN g A .

ZR%REF/8R
RAARTRIEGGRE. SRFEEHEICTE/ BAKE.

1. #AE M EHE-BNEFH@E.
2. EEITHRRTH [RF] NEREE,. AR SHES, AEE®REE/88"
3. AHATEEFEIIMMNK, HEFEEWMUE, TREFIA.

HEyER BrER AEEE

+ el R WEFREET AR LS S ] MEFEUEE ‘ B | BER R

EEER R RE TR ®UmE #E AUERE 8 R
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HERER.

MEEE

TETTIB & MapReduce B ST S LR EF , B IRIBE L S HEIEFF S IERY master, core
M task T REH], HEFEENE. B MapReduce IR T EEREM AT,



O xBc

FREBFLR . Y master. core B task 75 & ECS SLHIAIFI4R (VCPU FMIRTR) TTEHBEEMH
WEEKRE, ol FEAEREFLINEEIEF ECS SEAIMFE. BN EEEBFE U, 3. ¥
B AT HEEAHR, BEITMTEDINERIR.

TEY A X master. core 3 task T RAANM TR EHE BRI FKRES, &0] PUE
BY ey BINEENEAIEE. BESL DY & 1.

TERES: Ytask PRANMNTEREBEEHVESEKRE, B ERT 2 A IR
PfIEE, BERTHRGEE 1R,

T R, YIFE core 5 task T AT E S FERIBEL AR ELRNN SF KR,
FRE] U P e 3 S AR THRE IS N ECS SEf. 155 I Fri S5 4R 1 R,

B A . % master. core 3 task TR AIEIRFHR B LEHEENNL S TRE, &of
DUFEB#EYT BINGEENEUEENTE., B2 UET B k., RSN,
NEBA=EEHTT B
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1. EREZEWN, fih LA EEPL.

(D) ENG D~ PR - BANE - UREE - AFKY - FRE - BNER THSES - TRERE a EETTI - T \‘:v-e‘ " mw
« 2
BMapReduce L=\ o 4
EMapReduce (RMR) s HEF MR S TR, TR TR B P {'.— “ i
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}V ) e
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1. RITE MapReduce RS FEERRPIA BUREHMIER . BARTIRE . BEIRRE.
2. BB RERITHHRAMNEAN, HFESHHEA PO RBITRNEEA.

Fik—. BEITREHERIT

1. BRREZEMN, #NHEAPOITREE-RITEE A,

QD FERT  owdo

O SETLIAT 0 R CEARMBER

FRER HED /TS it EERS  @ite B L
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Ak, BER W IZFHEIRIT:

1. HAE M EHE-BNEH@E.
2. EEFERITNER ARV STe=ERRITIZ.

mRsE  APEER msER

RERE FEXE HExd S IR W
o wnen

] ] ol="3

3. HAZPMERFARITEENE, RERTIRTARITHRERD,
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3.1 WMAERE MR

REZKEIEFE E MapReduce 2—NE R LEPBFIEIE Hadoop RGEAIARS, —HRD
o] i@ ERE Hadoop. HBase. Hive. Spark. Flink. Doris & AEIEERE. B MapReduce 12 {FH
FPRETENLGVRREIEEH 2RSS . BRISTT Hadoop. HBase. Hive. Spark. Flink. Doris
FERHIRAMS.

B MapReduce A &%, BEEREERTERE—ENZ SIHTEN, EIRUETEM
£5. WEHEFMHE (PBEK) EEHIE. B MapReduce EAEAREMNT

1. BIEER. HAREEEMNE MapReduce FRESITMNE, EEFTEMNLESHS.
PERE. BRYMNBILSHRECAEESREAS. TR TEEY. iE
RS, =B8R HIEMTFLSHER, EXZUSHR5RSE. BT M#H—
WIRERFENRERS. EHXE. CPU KR LFIMAE. LHIKE. HIERX

B (L@ I0. §10. #8510 5iBAR SSD LEKA) %,

2. BIRER. ERERMIIMETHE. B MapReduce 1 PRI R K IR
SEHMG—EEFBE MR Manager, FHA A REZEEIFRS X EVARER
S BEERANEREERNRBRAGHXRES . RELFRLSHIMEERK
EMRSEMNEE. XEE. kS AEXHSFII—REBEFRE.

3. BIEE MapReduce R 1EA 7. TAFPITMUERASG—FHIMERS (Identity and
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4. BT MREABHEEAEAEN, TUBIRBEZEMITREERTA. X
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® WAABRRLEIR ~ATEEEM. AYERIENIIE, BEUEEHER.
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1. BFE MapReduce EIEIZHIS.

2. BEBROER &R —PEHTPNERIRTEMER, EASREETA.
3. EMREETIEHRRANRE, EEEHNNTR.

4. BEZURANN ZEER .

5. WRIFBAERT KRITWMANE, B master TRIVAFAZHEE, BRE. BB
7179 root MEEERFRT IR BRI EHT,

6. 7Ehdfs IREXT, EIE input XKL,

hadoop fs —mkdir /input

~

. EfRHUE.

hdfs dfs —put /usr/local/text.txt /input

@

. BELENEEE.

hdfs dfs —Il /input

9. BE—/> WordCount i Java i2/%, FHTHRIFITEMN jar B,
10. 1% jar B _E1EZIIRSS22AY /client BX T -

scp &AM jar BER{IER A P& @Master f9/4M ip Hiudik:/client

1. WiTH<.

hadoop jar jar f1% WordCount /input/text.txt

3.4 Fm{E
AP ECHAENASIENARRFIREIE MapReduce 1, HfTRRFIFFHRIER.
AET5 | MapReduce 1MV A5, MapReduce {E Nk F FHR 3 jar B2 IRIE FH TR K 2R,
e—MOARBBELEENTRTHRE., BELRNIES, FERAAEBNNEGER
MapReduce fR%- 1238, =17 MapReduce £V B EMTHIIAZN.
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BiEEEREEEL
REZAEIEFES E MapReduce REHF M ABIEEHETE P IRRINLZEREIEH
“/usr/local /",

1. ZFE MR EEEH S,

2. EFEERIIER > BNEE EF—DPETTNREITRETERS. #HAER
EAERIA.

3 ERTREE, BERADAM, BFTAIIER.
4 ERFERNENRETS, SEEREE.

5.7 VNC TXHIHRETT Web TUE Y, ST INERIBRSHRAIGITIE, KOT Linux
RER/EFEN, BAroot IS, FRAED.

6. HATE MR EREENIAERR T /B Kerberos TAIE , KEIRERFIR S & B F A EAY keytab
SCHEBRIAL B 7R/ et/ security /keytabs /"B X T, $FTIA T a2 Kerberos TAIE,

kinit 2 MapReduce £&£H

- HEN"/etc/security/keytabs/"B XK T, EFEIREFAR keytab X1, AN
hdfs.keytab A%, TN TS, FKELEIEFAEY Principal BFR.

klist —kt hdfs.Keytab

- R E—SBIRENEIRY Principal BFR, HATH TIMEG L.

kinit —kt hdfs.Keytab Principal &Z#R

7. PATIA T IRR pi TEEL.

cd /usr/local/hadoop3/share/hadoop/mapreduce

hadoop jar hadoop-mapreduce-examples—3.3.3.jar pi 10 10
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AEDRENTIHEER L EFREEFF AT MapReduce T2 7. Spark B2 /540 Hive F2[FHI1R
EEEH
FIESFNERRNBTM TR

1. BIEEEE,

2. BIZAA.

3. #1147 MapReduce 12fF.
4. 4T Spark T2F.

5. 1T Hive 2%,

BIERE

1. RIEBEUEN . EURRRS SR EURRERE. Kerberos SHMAIE'BRIAF R, BEARX
TR, ENRIREREXAR.

2. ExE M BIERESTUE.
3. BB BRiiEENSERER. #AKREEET@E.

RIEAA

1. BFHE MapReduce BIFIRHIS TUAE
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2. BEAANR #ANFBFEERE,

4T MapReduce F2FF
KINERENTT MapReduce IR HIRIEISS . BREESH A EREEHER TETER.

ATRFH
ERFHFETHNERETNBEIE X, W mapreduce—examples—1.0. jar .

input_datal . txt,

RIS R

1. RETRBRELE. BT soh BREERHY master B,
2. BRAMESIRTIN TS, 7/ opt/client BR TFEIE test UK.

cd /opt/client

mkdir test

3. & keytab X {HZ|/opt/client B3%, 40 test.keytab
4. MTMTHESIMEERIEA S, B4 test,

kinit —kt /opt/client/test.keytab test

5. MW TR EIESNEI HDFS A,

cd test
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hdfs dfs —mkdir /tmp/input

hdfs dfs —put intput_datal.txt /tmp/input

6. WITW T aLBITRERF.

yarn jar mapreduce—examples—1.0.jar WordCount /tmp/input /tmp/output

Hr.
/tmp/output $§ HDFS ARG H output FIERTE . 1ZB XMMATFE, BUSIREE.

1T Spark B

FINGERMATT Spark RFFHIRIEIES . SHEESAFRERERHEATETRER.

AR &
ERIFEH TN RREREX N EIE S E, W Collection.jar. input_datal.txt,
BRIEPR

1. REEEERKME, BT sh BREEB master T,

2. BXRRINEAAATM TS, £/ opt/client BH% T EIR test X3k,

cd /opt/client

mkdir test

3. & keytab SU{EE|/opt/client B3%, 40 test.keytab
4. BT THSINMEECIZRAR, HI40 test,

kinit —kt /opt/client/test.keytab test

5. WTIN TSRS AT HOFS |,

cd test

hdfs dfs —mkdir /tmp/input
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hdfs dfs —put intput_datal.txt /tmp/input

6. WITHW T LB TER.

cd /opt/client/Spark/spark
bin/spark—submit ——class com.tyy.Collection ——master yarn—client/opt/client/t

est/Collection-1.0.jar /tmp/input

B IT Hive BF

RINERENIT Hive BFIVREIES, BRIESAPERSEHRA TETER.
TR

ERIEH TN REREX N REIE S, 20 hive—examples—1.0.jar. input_datal . txt,

BRIES R

1. REZEBFRRM, BT ssh BERFEHNDR.
2. BXRRINEDAATM TS, £/ opt/client BH% T EIR test X3k,

cd /opt/client

mkdir test

3. & keytab SU{EE|/opt/client B3, 0 test.keytab
4. FITOTHINEECIENAS . F40 test,

kinit —kt /opt/client/test.keytab test

5. HTM TR

chmod +x /opt/hive_examples -R

cd /opt/hive_examples
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java —-cp .:
hive—examples—-1.0.jar:/opt/hive_examples/conf:/opt/client/Hive/Beeline/lib/:/o

pt/client/HDFS/hadoop/lib* com.tyy.hive.example.ExampleMain

3.6 MIBRSEEE:

WRIEWVHAITEREIABEER, I DUBIBRE MapReduce &5,
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1. B3xE MapReduce 515 .
2. EBRMEHEEERESEMRAER HEREY S EMERIZ.
3. FEEFY AR TIEES S #IARIT,
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Y REREEEHERESERREFFTHFREERE, BEAAE, B
ElEEEFE?

4. BBREHNSEAEERERNEEIIRT,
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1. Doris: Doris FiET mECEFLRE, Doris FE BIUERT S —¥FAF.

2.Elasticsearch: —/NES s, WFEWABIL 64G. ES IETREEARE. ES
SEIRETREARENFE, —RETRFAFaER, EFEERERH. IR
BFHMNRE . TIE jvm . options SLHELE —Xms30g. —Xmx30g 241, HERE
i
3. HBase: HBase FTET RECEH ARG, BRI .
— hbase—site.xml. hbase.regionserver.handler.count
WA
—RER CPU #231E =]
- hbase—env.sh: export HBASE_MASTER_OPTS . "—Xmsg —Xmxg"
WA
master NEFEIRZATF, —MEARRINSE DB 276G 4.

- hbase—env.sh: export HBASE_REGIONSERVER_OPTS: "—Xmsg —Xmxg "
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regionserver T 2R ZNTF, —MEEAFLRIN—FHES,

4.HDFS. HOFS FrE S mEBECEFRIE. T IU4RYE hadoop—env.sh SHEEHTT. &id
BAERSHNFERNEZERSAIMEE . 2—Xmx20g —Xms20g —Xmndg, REER
BR% . NameNode W, Bx. #IEHRZM 112, EE 50G.

5.Hive: Hive FRET RECEFHRE. TJRUBIT hive—env.sh ZE—SHECERAIT, 1
A INEE IR X FE AN EE E R #H T BB RS A TR/ NEER ST
MEBE, A—Xmx20g —Xms20g —Xmndg, REERRS. RER/NITIUAREN 2R
BAGFMNE, BUAREASATERNN 106, EEAREMERRKIFE.,

6. Kafka: Katka FRE T mECEHRE, BIEEW T :

- katka—env.sh iR & jvm BB S%. A jvm AR/, BILIEESE. export
KAFKA_HEAP_OPTS="—Xmx20G —Xms20G —Xmn4g"i@ B/,

- server . properties X I ENAIECE TN -
num.io.threads: B EHMAMNLIEE, BIACE A CPUZEAY 50%;

num.replica. fetchers: & EI AN BN FEEL, BIUBCE A CPU A% 5 50%
a9 1/3;

num . network . threads . EEEUREIEIEE. BIBCE A CPU ZERY
BO%AY 2/3;

replica. fetch.max.bytes. BIAREEIEEM AN, RFEM, TRE
HBINKIZIE:

socket . send . buffer .bytes: IHZE socket KIXRIEIEE., NEFEEM, T
PUE HhNKIZ{E

socket .receive . buffer .bytes: % socke IEZMEIEE. AFEM, T
PUE HhNKIZIE

socket .request . max .bytes: socket TFKAVEIEE. WFEMN, TTPUE
HInKIZ{E.

7. Kerberos: BIRIFERINME, EHIENELE.

8.Kibana: Kibana —NETF NodedS RYBETT web VA, —RRIEA T, SR CPU §
AR, TERAFE. CPUERE.

9. Kyuubi: Kyuubi —f%IERT . XHRTF CPU AR BIENAFF. CPUEEE.

10. OpenLDAP: EIRIFENINME, THRENEE.

11. Ranger: Ranger FTE W RECEH ARG, ERUGEWNAT .

- ranger—admin 1@ 313 [{installdir}/ews/ranger—admin—services.sh H L £

ranger_admin_max_heap_size FI{EIEE JIMX, JAVA_OPTS &2 Xmx. Xmn 2
VM B8, —fFi%E 1-8g. 1K policy BIIREH 1G, 1W policy BIIEE
71 8G,
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- ranger—usersync 1@ 13 /{installdir}/ranger—usersync—services.sh H ¥ &=
ranger_usersync_max_heap_size HJ{EI&ZL JMX, JAVA_OPTS &2 Xmx Xmn
F IV SH, —RIRE 1-8g. 1K policy BIURE N 1G, 1W policy BIIR
& 8G,

12. Spark: Spark FRET RECEHARE. BRENNT .

~ spark . history . kerberos . principal F1 spark . history .kerberos . keytab 4§ spark i 5
eventLog (R . BRI BHRARSRBITEX.

-~ spark.yarn.historyServer.address=: 15tBF T history server AL, F P INE 450k

BRBETEX.
- spark.dynamicAIIocation enabled F0  spark . dynamicAllocation.maxExecutors 43
AR SHESTTE TRERNRRAR, AFRUERERBRETEN.

- spark.executor.cores # spark.executor.memory f{R spark.executor Y& —>

core NECE| 274g ATF. #RER 49, EERWIERTE, ®E core AY memory

% BE13/)\ executor A5 oom,

13. Trino: Trino BYBRZ B34 coordinator #1 worker, Trino FFET 2B BEHRE —“//{
1R#E jvm.config ZHECE M T, BITAERSHAFTERNAERSH li
—Xmx128g —Xms128g, §k}:i 2ARSS .

14. YARN: YARN FrE D REEHRE. TRARYE yan—env.sh SEHECE T, BIT
HERSHAFAR/NKIERRSHIMEEE. ﬁl:l—me20g —Xms20g —Xmn4g, A
ERRS. \M BTEHSPELHRAFHN CPU, FEE I NodeManager T = H
yarn—site. xml =ayos| yarn .nodemanager . resource . memory—mb AE . 1215}%5':}55751/}5
VHIERZ T ANTE: K yan.nodemanager . resource . cpu—vcores FYE, ZEAT
FR 1 F9 % % 0] F 2L CPU A% 3K,

15. ZooKeeper: ZooKeeper PRTE T MECEFA R /G, TJIBITACE java.env X, EHHF
AN export ZK_SERVER_HEAP=2048 (iXEi%BRHARIEIAZ MB) .
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REZNGEFES . RNEAE VR REHEEIRTEANIE, MMKHERE. KA
HEEED T,

RRER

1. THARER . BERERMEZNE MR KRN EAE Jeekers AHIRS. BE, E
MapReduce /= i E B XFFEEIEH . BIRARS ML EIRRIG R T oIHE JeekeFS 44
HBR S5 .

2. FWNELAERXAREXE T, WXFBRFREZNREMEm, FHAHEE
REFZRREZNREFME” BT BN R FHERSETAR

ML RS

1. AENREFE~ BAFEES SIRBEREE . Access Key. Security Key, ¥
MRERBIESRREBE N RFHE™ R BSCEKRBUARZES (AK/SK) H3REX
NRFE AK/SKETRHE.

2. AR AT EIE Bucket, HMRIERBBFSRRBEZNREFM™ mEH
XHEEEBIETRE.

3. KB BEMAMAMML, MTEAG, WEREFHETERNMB U Z
http://100.123.136.65/bucket—ce75 (ERmAE® F&R/AEAMAS".80") .

:
AR

i &

MATTFIR

=5 HE

Bucket7HEIiAIE) https://bucket-ce75 jiangsu-10.2os.ctyun.cn

wiEl(IPV4 | http//100.123.136.65:80

l Pl iy chal

e FSIE(IPVG 100:2:0:3:0:0:647b:8841

4. JR[EE MapReduce = @izHI &, HAFREGEND BN BHREENE MR
Manager TUH , FF7E RS —JeekeFS B BEE B R IABUTEIBILE B, BHE
& tikv:// [IP1) 7579, [IP2) 7579, [IP3) 7579 KR, SR THE.
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< JeekeFs | E% |

ERHAE A& =5

[
3
i

HERE ERERAE

RSES FE & bigdata-vm-1739430990-yd... D& LTH =Bk
~ = bigdata-vm-173943

| mENE

* [ bigdata-vm-1739430-%
* [ bigdata-vm-1739430--

= = default(1)

26 # The endpt = of PD. When multiple endpoints are specified, you need to separate them using commas

*krba.conf
ingErR [ rgor T e — - m— - ]
* B default(1) i Eﬁ[ﬁk‘ = 192 8.1 579", 192,168 E
gp;:;;‘myamt | tikv://192.168.0.173:7579,192.168.0.177:7579,192.168.0.175:7579

24 The size of the shared block cache

b, BIZREREHTAETAR, EXE MR RETEE JeekerS AR TTE
EXLfAeEnTR, ETIR 14 EP%}?EXEI’H:.U, F IR RS

Bl BREXHRGZETF, 3 LHIRERKBIRERE s3fs,
cd /usr/local/jeekefs/bin

./jeekefs format ——bucket http://100.123.136.65/bucket—ce75 ——access—key
xxxxxxx ——secret—key xxxxxxx tikv://192.168.0.27:7579/s3fs s3fs

LR

B IRIBSKIRHI SR Bucket Neme HE A TE A"~ —bucker S
A Value {B., AP, “——access—key”. “——secret—key " F0'tikv: //192.168.0.27.7579"
HERZ R ARSI FAF &,

WYHITERTGI.

202u4/08/23 ©9:35:22.25U885 jeekefs[196865] <INFO>: Meta address: tikv://192.168.8.27:7579/s3fs [interface.go:519]
:35:22.255004 jeekefs[196865] TiKV ge interval is set to 3h@mOs [tkv_tikv.go:147]
2024/08/23 @9 :22.271879 jeekefs[196865] Data use s3://bucket-ce75/s3fs/ [format.go:445]
2024/08/23 09:35:22.926268 jeekefs[196865] <INFO>: Volume is formatted as {
ng3fgn
8729—5433 45b9-97f

th //160.123.136.65/bucket-ce75"

"SecretKey":
"BlockSize": duve,
"Compression": "none",
"EncryptAlgo": "aes256gcm-rsa",
"KeyEncrypted": true,
"TrashDays": 1,
"MetaVersion": 1,
"MinClientVersion": "1.1.0-A",
"DirStats": true

} [format.go:u82]

SIEMINE. BIUENREFETEREINXGRGERT—HIEX.
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| bucket-ce75ii%
INEFRE
i

2024-08-22 15:51:03

B HEE RAEE RREE
e EERE
REZ
XHEWR
3 s3fs

EET R
HDFS SREFECE

FEGFRABREFHEOR/NEENT .
<property>
<name>fs. jfs.impl</name>
<value>io. jeekefs . JeekeFileSystem</value>
</property>
<property>
<name>fs. AbstractFileSystem. jfs. impl<</name>
<value>io. jeekefs . JeekeFS</value>
</property>
<property>
<name>>jeekefs . server—principal</name>>

<value>jfs/meta<</value>

Hitiss

<description>TCHIEARSSAY principle</description>

</property>

<property>
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<name>>jeekefs . meta<</name>
<value>tikv://192.168.0.27:7579/s3fs</value>

</property>
¥ ERMEE, WIS fEHAE MR Manager EPE’]EE% RGN E R E MR &8
HDFS ARS5 core—site.xml BB, HEFEEN TR, WEFR.
Twors [ Il

SEAE  SEAR

ABEBEBETS
smps  pese  mEEE

soms

R RIE. IO &EFANARERM HOFS Shell ap & HEITAI.

HDFS Shell %,

1. #1954k Token

1. %XEX principal name:
klist —kt /etc/security/keytabs/hdfs.keytab
fetc/security/keytabs/

fhdfs . keytab

[ root@bigdata-wm-
b
CHINATELECOM, 'N

RLNATELEL

A.CHINATELEC
A.CHINATELEC

1.2. kerberos TAIE:
kinit —kt /etc/security/keytabs/hdfs.keytab [L—253EXAY principal name]

fian .

kinit —kt /etc/security/keytabs/hdfs.keytab
hdfs/bigdata—vm—1739430990—yda3f—0001 @BIGDATA . CHINATELECOM.CN
2. i5[E] R4 R HDFS

hdfs dfs —lIs /



[root@bigdata-vm-1724327383-uawro—0002 ~]# hdfs dfs -1ls /
Found 10 items
drwxrwxr-x hive hadoop
drwxrwxrwx flink hadoop
drwxrwxr-x hbase hadoop
drwxrwxrwx spark hadoop
drwxrwxrwt yarn hadoop
drwxr—-xr-x yarn hadoop
hdfs hadoop
hdfs hadoop
hive hadoop
yarn hadoop

2024-08-22 20:05 /apps
2024-08-22 20:05 /flink-history
2024-08-22 20:11 /hbase

2024-08-22 20:05 /spark3-history
2024-08-22 20:04 /staging
2024-08-22 20:06 /system
2024-08-22 20:08 /tmp

2024-08-22 20:04 /user
2024-08-22 20:05 /warehouse
2024-08-22 20:04 /yarn

ool ool oo No ool

3. IA[8) JeekeFS, FFETT {4 CRUD #1E
hdfs dfs —lIs jfs://s3fs/

[root@bigdata-vm-172u4327383-uawro—-0002 ~]# hdfs dfs -1s jfs://s3fs/
[root@bigdata-vm-172u4327383-uawro—-0002 ~]# echo 11111 > test.txt
[root@bigdata-vm-1724327383-uawro—0002 ~]# hdfs dfs -put test.txt jfs://s3fs/
[root@bigdata-vm-1724327383-uawro—0002 ~]# hdfs dfs -1s jfs://s3fs/

Found 1 items

-rw-r——r—— 1 hdfs hdfs 6 2024-08-23 10:45 jfs://s3fs/test.txt

[root@bigdata-vm-1724327383-uawro—0002 ~]# hdfs dfs -cat jfs://s3fs/test.txt
11111

[root@bigdata-vm-1724327383-uanro-0002 ~J# hdfs dfs -rm jfs://s3fs/test.txt
2024-08-23 10:47:43,295 | INFO | Configuration.deprecation | io.bytes.per.checksum is deprecated. Instead, use dfs.bytes-per-checksum
2024-08-23 10:47:43,323 | INFO | fs.TrashPolicyDefault | Moved: 'jfs://s3fs/test.txt' to trash at: jfs://s3fs/user/hdfs/.Trash/Current/test.txt

Spark JUiz

1, EETE

kinit —kt /etc/security/keytabs/hdfs.keytab 3XEXZE|AYSLEFR principalname

Hive Metastore W B TTEIEIE K BEIR T JeekeFS, FEE |2 YARN—ResourceManager #
Hive—MetaStore [R5 .

=z
TR

= MR BB\ EBTT /S kerbero TAUF., Spark N A% YARN Z2f], NARFRS
a1 defaultFS FrigE XA RFENLEINE. MREEEVFEEAEH e e X
g, SMHINMERABENES. At RIXEBEFEEHEMOXHRGE IR ES
Spark & P {MEC & 24X spark . kerberos . access . hadoopFileSystems=jfs: //s3fs,

2. #EA YARN A Shell
spark—sql ——master yarn ——conf spark.yarn.access.hadoopFileSystems=jfs://s3fs

3. BIE—EUEAE

create database if not exists jfstest location 'jfs://s3fs/|fstest’;
4. SIBE—MEIER

create table jfstest.orcbtb(name string,age int) stored as orc;
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b, HITHINE . BEERFE. KEIRGENER. BHBIZRET Jeckefs £

spark-sql> describe extended jfstest.orcbtb;
name string
age int

# Detailed Table Information

Database jfstest

Table orcbtb

Owner hdfs

Created Time Fri Aug 23 11:10:34 CST 2024

Last Access UNKNOWN

Created By Spark 3.3.3

Type MANAGED

Provider ORC

Location jfs://s3fs/jfstest/orcbtb

Serde Library org.apache.hadoop.hive.ql.io.orc.OrcSerde
InputFormat org.apache.hadoop.hive.ql.io.orc.OrcInputFormat
OutputFormat org.apache.hadoop.hive.ql.io.orc.OrcOutputFormat
Time taken: 0.14 seconds, Fetched 16 row(s)

6. ITIEMNERIE

insert into jfstest.orcbtb values('tty",3);

insert into jfstest.orcbtb values('tty", 4);

select * from |fstest.orcbtb;

7. BEER
TRUNCATE TABLE |fstest.orcbtb;
8. MikrZk
drop table jfstest.orcbtb;
LR

HTEZRE ifs Tk, NREFEER . Spark ZIRBIAIMNBTR. XBEEEIEE .
Belgk FTERFER. REREER. WREER. TREMER S3.

4.3 HEBEH
4.3.1 BREH
4.3.1 ¥ MapReduce EEE P =B

RS R
H MR RS ATRER, TREROAREST. SHERFHAR.
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s AEER EERIEMR EBEEHS >TREENATRENTEEXIE, B%
BB RN R Linux SRE.

« SSHER {EAT Linux #MERFY & UERIZES R T A (HI40PuTTY . XSHELL ),
ExEMEREN. BEXAN TEERBGEHE M P il FMRPBIEFES ML E/

43 P,
oL
HEEREBA RSN, FESBRIESNEREHTS (SSHEBHR)
T REBIFITIRE

R VR ERREANS AR — AN, BARET AN TR

PR¥EE TRk

EMREHEETR, NREENEESE. £8 VR E1E2H 0 F K
B EP—NETTNERRTRERS EASHERTH. AP REE
FEETRER. PRIUMNBIRAT ZEEREEFEMN VNC TREX,

-
master 5 &

th o] PLBIS SSH AR E%.
core R | EMREBTIEDR, AFAEMOTENE. HEEIEEdE.
EMRERTET R, ERNFUTELYE. AF#EdE (W HoFs #dE) . &

k T = S = 13
task T3 IRFR, RBER.

4.3.1 BRERTR

AREHNRNEFEAE VR BRG] & LREOT Rz EERE (WC 77) M

ZHEAN (SSHAR) EXEMRERTHNTR, ZEEETERTEAz% ., ©ES
KM EYVIHTHEREFRE, EthZET . MAEERAFER SSH AREREH TR,
< UiHA

MRFEFH SSH AREXEH TR FEESEHNZSEMNFFRMA
FEERN) . ErEH & P IPV4 #3207, 0K 22, BKIES L HS
B> EIURAE >R A >R e aanl] .

BREN (VWC 7R)

1. B K E MapReduce RS EIBIZHIE.

2. EEERIIR > ROER . BF—NEUTNERFRLEERS. #AEEH
EAEETA.

3. BFTNRAEE BOGRALTRA BErURIIE.


https://www.ctyun.cn/document/10224959/10240789
https://www.ctyun.cn/document/10224959/10240789
https://www.ctyun.cn/document/10224959/10240724
https://www.ctyun.cn/document/10026755/10028522
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< E

AR T RGN HRESG, Bl TRERE .

TE VNC FRNHFTIR3 0 Web TUEI . O] ABFIBRSSFMGSTRE . FELUTF Linux
BREBEFER, HA root S, FHRAZD.

1. YIIRERD A IR RN TR E R RRE R,

2. B2.16 AR, BESICER, TESEMGEE TN EERLI6E

B =EN

EHY, YRGS SFFHES.

BRI (SSHEHAR)

AHBER Windows B1ER S
MR EARMER Windows IBIERZE R Linux T4, IJPIRBTEARERTY. TE
S Xshell A4,

1.

2.

8.

9.

BRE M RFSERERS.

EREREIIR > ROER, EF—PBETTPNERFRTEER. #AEH
EAERIA.

L EFETREER. BERATREA. ETFTRIK.
- EERTRNANRESIS, B ES, BEHEEME P, TNZTRIE

B NEFEERSEEAMNEMAN P 3E o INE T+ B AN P Bks
EEM P EH SN PUXE, BRACEM AN P BERE FEHEE
MEAK 1P IBBRTIZ TR,

. 1&fT Xshell,
. IEFEESE.
. B EERIAASENSIERIR, BTAEEHE.

. EARRRIARY SSH',
M. WMAEAPTHE RPN P,

10. imAS. FEABIAN 22", ¥ TE. & Session’,
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FESE QEE ?
2E50(C):
o P EHASIT
----- BRETY =M
S EFR(N): ‘ RIS ‘ i
=-SSH . -y
Eei H(P): SSH v
L SFTP S “ ‘
- TELNET s=OE0)
wHS(0): 22 =
- RLOGIN = =
- SERIAL HBE(D):
- AREERRS
[ s
e
LT ER HIEE
9;53& [ sressmnansmesa)
i
ot ERV): 0 B mEIL: O | o
ﬁﬂi - -
..... B4R
E’iﬁ TCPIATR
_BEiER (] FNagleEI%(U)
= XSS
..... XIYMODEM
----- .. ZMODEM
= s

1 BEER, BRETSR, 2ANTERAERAL (A oot) | ERAIRATF
RF. AU ZRIZEEFKRIE.

AHfERA Linux BRIER S
MBEAHFEA Linux BIERLZE R Linux =41, TJRBTEAREXR.

wTm TS, BEREN.

ssh BRIAF 245 @2 P/A R 1P

Ri% Linux THLABAB P2 root, MM IP 24 123.123.123.123, N&HSWT.

ssh root@123.123.123.123
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4.3.2 SEHEE

4.3.2 EBFIFREN
X E MapReduce 12 &5, EEMKS THANERY | RMYFTHNERRE.

SRS

SHESHRTH TR,

R WA

Bt | KREEACRET. TUEREGIHRE.

E7H | REUEMARETAMRSATIERETH. FEELEELEET.

FEAL | REEMNAMHEAARERAMELL, TUEEXKERERE.

B | RTEEILEERIT,

Bl | SHEALIIH 16 RUEHEEHE LRI,

EX%E | ELTHNEE HESRE 15X, BIIKSHERE.

4.3.2 BEEERNRS
ERBIRSTHUE , B RE MapReduoe 1% /5 , TEEMWS THA ERFIRFMERRE.
ERMER T, BRAACRINER, BANELRSET 0 REHEE, Y
CEBMBREN . TUEXTAA TAYNIERSETNEREY, 1T BT Te
E.

SEINRSERR:
S SRR
ES = AR BCEXHNERER.
ES =5l R PR SRR R IR R A SRR AL,
st BE/HR. BRFIEE/ BRIELRT.
VI H SRRV INE .
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SH SR

SEHUARTER.

BEif. SHEACES. Bl EFHE
ER RPN,

EiTH . SRR EER A MRS
TIEBETH, FHEALEEET.

FRELILL. FHBHRMHEEAFEREM
RS #&ib, i KMREREEEILRA.,

Bmrh. SREEART.
B FHEALIIH 16 R EHEERHE

ZBRERIT.
Dhsh. DATIEMER HESRE 15 X,
MRS DR .
IR SRR IR .
4.3.2 BEEEBREXRER
BFHE MapReduce BEIATE, ANEBRIIZTE, SAEESEEENNEH, AL

HEAERAE.
SHEAGEESEETRBERHES . RIHEEAMSEERE .

KEHER

S WA

E S ER N SR BIR.

&R SAFAYID

BR8] AR,

TR 8] SEIETTRIRS .

FHAR 8] SAFRIHARS ().

= BRIAFFE.
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SH iR
S BE/ER RFIEE/EREH

HE®.

Kerberos TAJIE RIELVSHEFE, BAFE.

mE At RINAERG, V2.16 lRAEFFE

IMEBIRE.
BHEER
5% L
FERARA | SEEHFEF AYE MapReduce iR,
s ERAIBENERNALRERAS, BHEEESEMNAEETR. ThIU#NZA
i)\'ﬁ:{n /%\ A = —
ﬁ:ﬁ IEJ1E E\ o
V5 | ERBRMEROVEHE.
= g SR RAME PR, VDS ENEE M. YRS TRE RN
i SH4AN, HIE. BOEW. BUERS. SNEBRATEEX.
ol £ R4
¥ 40
R &Er | ERFENRKE,
BHRSE | EEE TS MASTER, CORE. TASK (101F) HIREHHZA.
SUIRE | ERAENSVIRE.
BHAH | e (F0) | WD ERVC D, RERATHE
I EZ VPC HEE A,
| %ﬁ%ﬁ%%%@ﬁ.ﬁﬁﬁ SH%4E D, BERNATUREHEER
SREMES.
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S A
\ .0 . ‘ :
+ M SRFFERTR, B SHFMID, BHEANATUBREFERFNIF
MEL.
BERG | EEETARNRERS.
FHER | KRR,
CPU 257 SREATH EAAY CPU KA,
IPv6 i408] | V2.15 fRAEE, TR EEE SR IPv6 1hin]6E

4.3.2 EEEREEER

BRIEPR

1.

8.

9.

ZRE MR IZ4 S

EREROEE . BEEERRHNERIFEIUE.

. EERNFEETL. EFE MR Manager” 2 7 BT1EE MR Manager #NZHEIETL S,

BENFIE MR Manager U5, EF BEREEEE > BirEia | IUEEEREHK
1::11-1"-El7{t]K

. ETESHRS EEFREENER.
L EPAERFERNEXAEIGNT R P, IRIE,
L AR PEFFRRENIERDE, MANDEEREGRSE. TEEHERIA

bR TN, TTELEFROETUNT . HIEEM . LERAM. W& CPU. #E. NE.
edac., SUIFHRTF. RG. XHRZ. #HiE. socket. AW, Bgh. EHIATRE.
xfs RS, ARP

N ESEE EFERREEE REEIRN ER, THERAETINT. X,
ERE. XB. ER. £R. ¥F. BEX.

AT EEHETRIMERETRTE.

10. BEER—TERDE, REENTKRT. EXE—EHRDETHREIER.
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< AR
wREREAIT 18 T, BRI TSR

« PR AR

- MREREER

« MREREREER

« NRRIELLRFER

* NRREEBE

* MREEFHIREER

* CPUfERZR

* BEFETEIS AR

s B OFERE

- BESNFR

* WA 10 BIEFH A

* HESHE

< PR

« 5 R RE

* 15 DEE

* W47 inode ZSRIK

- MEAETRE

* Blocked JAZSHHREK

M. EBFE-RKF TR, fTAale RASE IEEN NSRRI KIEIER.
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4.3.2 ESIRAHEIEN IS

FIAZERSEAT, TR MR Manager EIEFTEAM (SRAEBIH]) FEHERS
RiSHES .

CRAER, BARET. BERABIOIKSST.

CIERRER. BRAMHTESITISRT,

EIREHFLR

1. 7£E MR Manager U . SAMZFEEL SRS .
2. HEEHRSYIRATESEEHEA.
3. EEEEHRTS T, BREFIDHEBRERIRE.

mip

b7 iR

s | RELOBSBLIIRE,

WiE | REFSRBIARS .

EE | KEXPIRSE B,

Bz | ERELBIRLEE prometheus, ARFARIETE.
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EEFHSRE
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R |

KU | EBEBIRREE prometheus, FREKIHE,

4. RETENIP, BREFFHRSESE

SR, BRTENRE. REIFIRMEERE.

5.  RiTEERE, TEMZIV P THHREE,

s

4.3.2 BiREE

AATBERRRTIGE, R

R BRATRNERER. MERBE. FHE
HIgER. RAXIHERE

. XHE.

BRER
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2. YBIXIE Hive U RS HITRBERE

BRIESR

. #BE Hive IR R, TEMAIZINEE.

1. B3XE MapReduce BIR1ZHI S
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2. WEMER T | Eh—METPEE#RE Hive AR RSVERIF R TR BIR,

HNREEEIUE.
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L ®
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=

U FEIRA S B X 5555 214 Hive TTHEIRS . MR SN EREE AT
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4.3.2 =BERS
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AEENN, EERESMESE. IR TH~RFARER. TSEREERS.

BRIEPR

1 BERXEZEN, ®#F zEERS.

3. EAEMSMALEFE ZIRS MIE P A B MapReduce 1515, BITTEFIZA AL IHRELT
HYEE MR SRR IGHR,

4. [EREETFNERLERER, JUERRHEXERRER. HEEXEENNEER.
. RITRIEFEANLIZEENN, HRTEMSHEZPESERSPSERN", BJEE

HERE. BASHN,
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4.3.3 BFEKRE

EFOERR

BiET=
ZEFIESAAEEEEETEAEFHTRERENTE. MRIEEFSISE. &
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HDFS. YARN. ZooKeeper. Kyuubi [ OpenLDAP &EE£ARSSHIERD

%Y
2 ENESEE  EMRManager  BAR ERES  BOSESHKO  SEER
SRATREBARPHP B3
Rt e FRERS Hmxm Fang i
master MASTER EEE aFeh 5 (s7.2xlarge 4) 8 VCPU, 32GB

core e asen 3 (67 204 8 vCPU, 3268

> s ThsK e ases 1 (67 24908 VCPU, 3268

2, EET, EFFEREMNTRE, FANFED R LFEBBORS
N =] A /\\\ =] o

. XEFNEEBBIRSHIT master &,
£, Bi#17 Master HRT &.

BERS . BETHIERRHIRS R
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TENE
TAEKF master
AR = == TS
FE=E asas
L) 2025.04.20 16:18
£ rg=.4) 8 vCPU, 3268
EEE S
Emek
HDFS YARN Hive Kyuubi
HeE (W) TaEsE
NameNade ResourceManager HiveServer2 MetaStore Kyuubi
master (7) nasTER
master (@) MASTER ] (]
master (1) MasTER
master (2) MASTER
master (3) rasTER
master (4) MASTER
master (5 raSTER
rEemss ¥0.00
ROREHEE (FRIRMapReduceBStR (FREMMaoReducRS SR .
K

3. &F & BF 7 T 18 master T = L BB & ZooKeeper—ZKServer . HDFS—NameNode .
Y ARN—ResourceManager =, Hive—MetaStore ﬁ@,?—ﬁ] EERFIBERY AlE, FERFE
MR—Manager, 7EABRN AISEEEARSIFIEH H 1T Master BLEERURE.

iR

1) HOFS &, BXBRSHITRIEBIRE.

2) FASEELSERET . BOHTHMEERE, BREmT 3£,
3) REEARIRERURTEEENRSATA . BRELARIERNE.

4) HTEBAERET. ZooKeeper. HDFS. YARN 5 Hive B9FTIES S T0A R, RBHEMAL
SHE. BEY BERPI#ETREESURE.

KBRS EEIRS [ EEESEN
m.\
o < Hive -
R sms  mesfl  EEER  SZRE SRAR .
e
A8 TOHERBRS
- f =
o sEm
ErsEE © 40T
s e
e
TesER HivaClient i
. 2025-03-20 160553
2025-03-20 16:15:21 REORBRE
HveRBIRAE £ —rer anxn s

£ OpenlDAP OpenlDAP
£ Kerberos Kerberos
@ Zookesper

£

L VARN VARN
nE Hudi Hudi

wE leeberg Ileeberg

WE

4. %f ZooKeeper. HDFS. YARN. Hive EB¥IRSSH 1T master ¥ Bfa. BXERAERIRS TT6E
HWE, 155 % Master ¥ B RFSECEENEVGHITIRIE. Jﬁf%wﬂﬂéﬁﬁﬂiko
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4.3.4 TRER

Y task TEARNNFEBLEENVEERN, BoMERD SRR LFIHE.
AR SPREI
1. V2.20 fRAEE X #5 task TR BAINRE.
2. HEMNTFFITIRFITHRERA task T 17 . BE/BAEREATEZAN
L
3. (NEIEFRHREA BT HNEHHTYSRBTRE.
TRBERERNE. SYZEZNNNEVSER TERE. BEERE BEH

FRERCENHEBRFLIE.

BRIEPR

&>k 2 MapReduce

EEETE

o

2. WERERTD | ER—PETTNSEFETEERR. #AEHEETE.
3. BEEL, RErTREE IR,
4. BEMR I EERE SHEET R RMATNHTHER
® ETEHE FARANNEFETHE R FREFEHENDREE. A%
ETTRIRES, MEEFERESRENDTRHTER.
TRBE-RE
imws n
I——
sy
— —
— :
on (D
o EETR. FANAEREETRRE JUEDTRIKTAEFTEERNT
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FRET-RE
—
EEEEN task-1
g CE &R
LTEE *4l: (s7.2vlarge.4) 8 vCPU, 3268

Eeif: nER-H8080"M

MRS FHE-%E080M

BREH [ B TAE

192 .
vifl] wh dae g &

s

. IEEBBNHEIIRIEETRE. /AT T REBNEERD/RHTRE.
ABREWIEETT, FREFREMRT A LNAELHERRAR/MEAR

K.
RSB R AELsl RRESHL
YARN NodeManager GERE, 2PREIND
NodeManager £ 2 52451
Flume Flume ,ﬁﬁ}: Z/MEHE 1 Flume AR
Trino TrinoWorker BRE. . Z/PRF 11 TrinoWorker
AE sl

6-&%W,ﬁ%ﬂﬂ%%ﬁﬁ%wﬁiﬁfiﬁ¢ﬁﬁﬁ,k&ﬁﬁé%ﬂﬁgﬁﬁ
TEMNDR, HEFLH, REMEFENNERIE, BIGER ERTER, F1E
BITTHNES, HUEEm, BIALTREHTRER.

7-ﬁﬁw£m BN FFRIAR ST RP T S THEE, AEhiE. FA
HEIRR, ahEEZIRITHERI:E. méﬁ?%

8. MEMIE. BHAHSEFEDTREERARERT.

4.3.4 FHEVRA
L7 core F task FABMIHEABHIBTARREROLSBRE, ETUERH
415 RTINS B R
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KRS
ERER
V216 BRAR, BURH. MUBAWT. BURMRS. SURTMUEES MR N5 E R
TS AR,
2. V217 IRAE, TSI AT,

3. HETEIEH. BEARS . KBRS BEX W SHRIFFIIE core 5 task TRA,
BEED T 5 2R RIDFIIFHNE core TR,

4. PCHFIRZS A BT R TIE T RARE.

RIEPER

1. &3%E MapReduce BIBIZH 5.
2. NBHEREY | &R —MeTHPNERFREEEEER. #AEHEETMA.
3. MPFTREE, i nETh A %M.

4. BEFETRANEEFTAXME. TETREENTRERT. EEMET
RAER, SFEPRERSNENBITH. RTHERI.

4.3.4 BEBY A
% master, core I¥, task T RAVEHBEGFH B A HE BV ST R, &) UFER#%E
¥ AINeEIEINEIREMN=E.

ERER

1. V215 BRAAS, B MR &R AT BTk,
2. HBIE MapReduce FHI BN EZHFNBEATEHRTY B, TIHEASEY B,
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RS R BT SRR THEY FRE.
R ZEEAIFEE . ¥ AERRTES/ . BiEHEANEE=E.

WMEY BRINE. KT V2.19.3 lRANER FEEX=FVY BORMXHERSE,
V2.19. 3 fRAEE, EHHHITIZIRAE.

RIESR

1. B K HE MapReduce BIRIZHIE.
2. MBHEE YD | EF N sTHNERIFEEERER. #ASEEET|
3. ERTAEE EFEYRUESNTSEANBEIEEUEY S TUET S

HEPHITECE.

ERiES TRER EHRSER EMR Manager PSR BERE piesEESHO

B

BT S H@\TRSTARRIPSNRIP ‘ =8 ‘ E= k3

FEARR BEARS s BEME £

master MASTER asas 3 (s7.2xlarge.4) 8 VCPU, 32GB
CORE a8 4 (s7.2xlarge.4) 8 vVCPU, 32GB
task-1 TASK © & asas 1 (s7.2xlarge.4) 8 VCPU, 32GB

FEEER core

IpE=2—5= a2E8E

siRgatial 2024.10.05 20:30

SEEiE HIEE EEI0SER 80GB* 112

EEHlE HERSEO=EE 80 ~ o GBruR

marasmait ¥0.00

EoRsrtEE (KE=EMapReducefREMY) (FE=EMapReducefRESSRIMY) .

4. ERFEYBFNEEFZTAIMNE TEDTREENTRERT. EFUET R

C HURERTSNEERZABITH . BRECEM. FT9 FI.
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REES R SRERS et sanR 5 P
MASTER = az08 3 (57 2arge &) 8vCPU, 3268 EEAR RErE
s RS AP P ness s s
bigd G L = 1MBEEN O f=;
ssssssssssss :
=ae oe 0 e 3748 4735 - 2RERNO =
((((( core o 5 w56 3 (7 290 4) 8vCPU, 3208 = EEAR RIS

5. ¥AEMME, BT V2.19. 3 RAMEE, FREXZINT ROXMIXMARSE, ¥
WRETTNIESEL

4.3.4 inTREERE

RIEHR
ATHEENPAFTBLRH ARBOTREZNME (B W FR) BRBEHE,
BEELHHRIERG A TRA R AL

BRIEDER

1. BERXEMEHE KTEEBTHNEEENR, #AKFERE

HNTREE TUH, AT PTRABHR VN TR, BRAMEATRESE. <
T HRIE IR ZRERE. AR TE BRI shell 8 E M.

2. O DARIERER T, BEGSTRInEE RS,
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< E

EREMTENRERNIKS S ZBNEIZEHNRENERKE, BIAKSH root. H
216 MAE, FCwD, AIAELH G AR A T E R A R AT

4.3.4 YF5E/ iRyt P

BRiELS
BIEAYE MapReduce SRR ATE KT SHLBINEAEAR P, SN P BEA AT
ol

M P BRIESE

B K HE MapReduce BIRIEHI G, ARNERIH, K5 EARZIR, #AEH

BT,

2. ANRAEE NHERAT PTRABR I THZE, RANENTRES. /i #
EINES,

< JKf
HRES TRER HniRsERE EMR Manager FAFRBR BIERE ipiEEE SO
= EE 1
WRAEH BEARD BEARS msem RS s R
v master MASTER 0 B axas 3 (57 2xlarge 4) 8 VCPU, 32GB EEAR HErE
BEEH BERS WP SARIP AEX6 e waEs BE
bigdata-vm-1725534626- B 192.166.021 - 16 BEEH O (7.2xiarge 4) 8 VCPU, 32GB

©Ess 192.168022 0 , 17amEEE O (s7.2xlarge 4) 8 VCPU, 3268

bigdata-vm-1725534626: B 192.168.024 @ = 191 mEsE O (s7.2xiarge. 4) 8 VCPU, 3268

CORE BT a588 4 (s7.2xlarge 4) 8 VCPU, 32GB 7E ESHE S

task-1 TASK BT ases 1 (s7.2xiarge.4) 8 VCPU, 3268

AT EEN P, FEPERN P RIEAET , MRS TIRE A AR
IP. ﬁﬁ% i +BUL§$ AR P IRSHBkEE EF UEHA TR REKS TEIUH
AYSEMEANY 1P, BTDUBIE TR # M P RNEFRAEESRE P B, Sdr#INHITHE.
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gp=igthp

TAER  big mp

fREPEM P BIES R

1. B3KHE MapReduce BIREHIE . ERNEHTIE. STHEHEKRR, £

FIE.

2. AHREETNHRT TRABR I THIZE RAMEATR/ES REH
B SR EL A B P, FFAEEEARITRFIA. BT STRURSE.

4.3.4 YF3E/ BEYB IPv6 THE

# B3 8 MapReduce SEEFRT At FME FFi IPve, BEETTIEREERTFT /S IPv6 157a], BRIA
FrET =6 IPve it B E AR S B EHEBITIZ IPv6 it iAe) AR AW iA5E
BEAPTBRIFHE IPv6 .

B IPv6 HRIEES R
1. ’éi‘ﬁ MapReduce EIR1EHIH . ERNER A, SHEHRERER, #HFNEEF

2. AVREE TTHAT PRAZBRIN THhIZE, RAMENTRES. fiT#

PmEE SRS EE EMR Manager FEPRGR BEEE piasEESEO

i& EFRRRIP/INRIP =i EE Bl #f
TBRASN TRERE BREARS [oE-£5:) THRlE s =43
v master MASTER @ BETH BF8R 3 (s7.2xlarge.4) 8 VC... EEFR WRVSE
BRER TS HRIP ShRIIP

192.168.0.7

bigdata-vm-1726... © &7

240e:981:p223:d200:46€3:6de5:2deazcde3 (J

e 192.1

bigdata-vm-1726... © i&frh £2:168:08 @

240e:981:p223:d200:9fcf:a018:1409:3d21 (1

SBREIPVOTEE
i 192.168.0.9 o

bigdata-vm-1726 © izfrh a MEET)  miREE 85 v

240e:981:b223:d200:d2c:9fed:fd25:f62b

> core CORE @ iBi7h [ar-2502) 3 (s7.2xlarge.4) 8 vC.. 7ra ESEFHR EEYrS
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3. RIYBEIPv6 IR, EHIETEFEFTEHEH IPv6 HE. MREKSTRETH
Y IPve T3, FERD+EIR IPv6 I Rk M EHTEE. MREKS
THTTA/ IPv6 w58, o] DUBIE ThIPv6 T3 AN FAEIE T, | TN HITHE.

HEIPV6TH o

TEEF bigd mp

fR48 IPve TR IEDR

1. ZKHE MapReduce BEIR1EHI G, ERMNEHIIE, STEHAEKRANR, #HAERF
1EI.
2. EHREE THATPTRASRNRIN TR BANENTRER. f#E

PESIR B & a9 fRES IPve T3S FFAEEERHIT RFIA, RV STRURSE.

4.3.5 HEEE

4.3.5 MREEFHN
2 MapReduce ({5j#%: B MR) RO T EEXAFBNEANR, FARANRIVERNA
WMTEFRFR:

S8 | JUEMERBLESHN— . .
BE | KaEss 540 HDFS SAFARS . YARN £EHARS.

YARE— AN EERSEHI— | 5170, HDFS F NameNode. DataNode. HDFSClient. ZKFC.
KINBESLH, —MRIBEM | JournalNode 2HA%, TEHGTREIARMNIER . MEE
TEEA A EERR EXNENAE BEBREIE IRES N UEEiEE

HRAERKBIEEH
KBl | SKBIE . BEKHID
DE | BNE—TRE. BIR
—RHMAeNER—

%0 JournalNode SEf51432B . DataNode SEf5I434H .
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At | REFABEFVTSLE | BlE0. 13177 Host2 LAY KerberosAdmin, i&{77E Host3 £
S| I I vee s S = Ry NS ]| Y KerberosServer ,

g | BTEOREROEN | prn 1ost —Hosts.

T A A
%4 THLB AT s
BB | REESHRSHEES gmﬁ@ﬁgigeguﬂfﬁfffﬁﬁﬂj‘“ ~Host5) 5 A4
14; '
4.3.5 BEEERE

F P B IA#EE MapReduce ({677 B MR) EEEEHIRSHEE.

BRIEPR

1. BXE M BEEHS

2. BHBMER BREREENERER, #AEHERETE

3. HH"E MR Manager'tab, HE#"BI{FE MR Manager”,

4. HANFIE MR Manager e, BEXBTHERE > KEEE',

5. BAFXRMEFIEEERRS, NUEFZEHRSIVAXEE. MEFRTR.

FBEENEETE

RES

ERNE

4.3.5 BIERZIRIE

A PO U FEE MapReduce (fEj#R: E MR) .

.« BEIERRS
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s RENERERRS

RIEPR

1. BFE M SBEZHE.

2. BEBONER REHIEENEHER, #EAKHEEIA.

3. BE#H“E MR Manager'tab, BAd"RI{EE MR Manager’,

4. HANEFIE MR Manager B1EFRE, B KRS XE.

5. MFIEEERRS . BHERIRS ICON AR ERHRSHIFENE.

6. RmRERE EERE. B BRHRERS. FLEERRS . RIER
SRS HITHNMRE. KBRS ZEFERBAR. NEREHRSHITE.
FILRANERRIEN, SZEHRSFERBXRNRSEXEIZE, REZmm

—It:
a. BEIREHRS  REHRSEKBN TEERRSHLR . FHRSIE
AN,

b. FIERKIRS. KBIZEEHRS N LESFRSBITERHEIIEE.
c. IRHNEREFHRS. KBIZEHRS AN LERERSTERET
B8
4.3.5 SREIRSEE
SEEME. BRUTMURESSFILSHR. FBILEIRTRNERRS . BTHRE
HAEEmL SRR,

de —
558

1. V2,15 fRAEE, 2B MR SR TIF RS EEIIRE.

2. NEEFFRE I BT R INE R RS .

3. ERDAEMHEBNKBEMAY EAELERSH, SERAEWKGTHESE. 115
BSE ARSI RILA.

RIEPR

1. &% MapReduce BIBEH 5.

2. WERERT | ER—PETTNSETFETEERR. #AEHEETH.
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KRS
3 BB ERBSEE . ENATORBERSNRS . I e R TR

%5, FTIE Hive 5 Ranger AR, FEETHIRRE . <& HE KB ITERN
MW, MAT R BEERE.

4. BMEEME. BRFSIRSLA BTN BATHEE MR Manager' 1Y KRR S T &

ERSEE.
4.3.5 MERZSH
B DARBELFRV S %S 7238 MapReduce (TB]#7. B MR) HIREEFEME X ER
REBRINWEE,
EREERRSEERELSE
1. BRE W SRS S,

- BEBNER . BHiEENEEER. EAERERIE.

. B#"#E MR Manager'tab, B BI{EE MR Manager”,

- BEAEIE MR Manager BIEFRE, BH KRIRS KR,

- EFIEESRHERS, B SRS HANT SRS FETA.

. BHEEEE b, EREERNEEXY, BXE ST TA'REERE

A,
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namenodeERETRIE

hadoop-envsh

,,,,,,,,,
EERERS

,,,,,,,,,
EEnameservice I

7. BEESEE, SEENEEXFHTERD.

8. MERYTEME. BRHNENZEFRSHIEEIA.

9. B mUHR(E, B RHERER NZEHRSERE. BRENEER TR
BN,

4.3.5 AFHRSMLE
BRIEHR

HAPAUBARERSNEEFEFRDEEXHN . o UERRER D TN R
FREHTEL.

u]

RGN
RS EHRSEER BERNESEHRSEESSEN. ERNNNNERRS R
oA,

RIESR

1. BRE M ZEEZHS.

2. BERNER BHIEENSEHER, #ASREETA.

3. B#“E MR Manager'tab, B BI1EE MR Manager”,

4. HNEIE MR Manager B1ESTH, BEKEIRS HE,

5. MFIEEERMRS . BHERIRS ICON HARERHRSHIFIENE.
6. BHEEEE b,

7. BEHESEE NERSNEEXHTEL.

8. BERDSTME, BRHEATNIZERRSHNIFEIE.
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0 HAEEARE B RERERNIERBSERE BAENRED
R B4,
4.3.5 SEAELGIRE

AP AU E MapReduce (E#R: EMR) | MHEEAELHIHIT

- EB5LHI

© REfFIESA
* RHEZLH
- BYP
 BUBZEF

BRIEDER

1. BREM ZEEZHS.

2. BEBOER REHIEENEHER, #EAKEEIA.

3. BE#“#E MR Manager'tab, BAd"HI{EE MR Manager’,

4. HNEIE MR Manager B1ESTH, BE KEIRS HE,

5. MFIEEERMRS . BHERIRS ICON AR ERHRSHIFENE.
6. B AELHE b,

7. ARFEFREAEIOIFINEIRE.

8. BEHRECHT, B BHKH. BILRG) EERG . REELIH
RHEBRG . BEF LB S, RTARRE,

4.3.5 BREW RS &8
EREASERSANNES. BATU BRI SR e E5RE.
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BEIRAF LSRR

1. BFEEM ZEREE

2. BEBROER RHIEEMNERER #AEREEIAE

3. BE#“#E MR Manager'tab, BAd"RI{EE MR Manager’,

4. HENEFIE MR Manager BI1EFRE, BHHRERS KL,

5. BEHELRME . Bl BB SRS S F LA SRS MITHNARE.

4.3.5 THERNEERHE

RIEZR
AT HRIFUSHER. AATNTHRESH, BT RESHERRSRE.

RIEPR

1. BXE M BEEHS

2. BEHBMER. REEENERER, #EAKHERTE

3. BE#i"# MR Manager'tab, B “BI1EE MR Manager”,

4. BENFIE MR Manager #R1ESRHE, B SEIRS KE.

5. MEFIBEEHRS. RHERRS ICON#HADEHRSNIEERE.
6. BEECEEIE b,

7. BHETHMNREXMHER, SH THIRHAT,

4.3.5 XIHEJER

EERT ABRATNEETE, FEERNNMNRSRESREEN. FHEEE
AREHFREBIARSILS, TeesIRLEHR. ATHRRSERSLIRY, RERD
HEREMA Iz TT, O MBI RN BB RIRHCR B BIRSH LB (T8 EERSH LA,
SEBEREXS, BERIIH) . RINERAANEBNELLBERMEIXA.,

fEFRR I

 BEMUS AN B RHTRINEREE. B0, FERIES Katka FRSME. R
Kafka fRES W S EMLERS (100M/s U ERIIERT) | SHIN Kaftka BRERINE K
MEYIER . B0 TERTNE S HBase IREIHE, MRFE4 SR L& RegionServer
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FEMEIEREEIT W, BE K handle FERTBHE B A HIT K SN
RegionServer & J3 KK,

« ERAIH YIS LA HBase MV TAEIERE (RAEFE LE s MIFEREWREL 1w,
FBRIZK handle BRFFLZI RS & T AT K)

© HEEE Core TRANMEUNT 6 MBAT, TeESHI W S EZEImAIER.

RNEBRERS

1. AR EERFIEE, BEEIEE MR Manager”,

2. HNEIE MR Manager RIEFTH, Bfr KRR KA,

3. EIIEEERRS . BEERRS ICON HEAZIERRSHFIEIA.
4. BorE#ER(E. B RSERKERS .

5. BMUMINRMNERERFRSRIERE BTHE.

6. HAZRIEREHRSRENE, RARET T—F", RNERESTHE.
B

N =8
1. BFREM EEREE
2. BHBMER BRERRENERER, #AEHEETE
3. BAF“3 MR Manager'tab, B BI{EE MR Manager”,
4. HNEIE MR Manager B1ESTH, BE REIRS HE,
5. MFIEEERMRS . BHERIRS ICON AR ERHRSHIFIENE.
6. B AELE b,
7. RERERIEABLARTNEIRE.
8. BEBECEI, B RINEBLA.
9. BUEMINRINERBLFHRIEHIE, BERE.
10. EANFRANEBEFHRETUA  RRR T T—F" RN EBRES TR, £E'T

B
RMNE RS R
RN ERSH RN TRATR.
SHBIR P
B HE S BIEL RRBABIELE, 81 MORNIHFLEH
#. #5120 HDFS—DataNode BRIAD 1. HIABR
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SRR

iR

B int BRAE, NIHFAALELR, 4/
@;LWJ;&/ VIHERER, MWHITER KA
AKE,

f5lan. FEEOEE A 2, HDFS—DataNode 3L
%y 3, ME—i /A#LFIE’];H@J?S(% 2, %
2 #{ER AT RO SEBIE N 2

HEK 18] 3 Bt

EAMCRBINE S TR TR 898 FR At
&), BRIA 30 %), BUESEE 1-1800, {NiF
BNIEEE BAEIAG. # R,

B0 . &% B0tk 600S #HEkia fBNFRT<, B
1M RIETERE . %15 600S EHHET—
MR,

R F 158

EAORTFRE. FHE T MR E9F 5 (8]
FRIA 30 7, EBUE?EI 1800, {NZHFHIA
IERBE BAURINA: B, RUH,

B, BBE) Y 600S HERZEHNER, 77
| AMIERFFHAIETT . %5 6005 FAERT—4
HOREABRRIET, BFE T MORMIE
7.

KA EEIE

SKEIRITRIMAI B R E N 2. BIAK 0, By
NBRS A int FIERAIE, (NFFRAIEEL,

Blgn. REAOK, BIRTHER—ITHEX
BIRRIER UG, IRNRIELIRE N 2 /Y,
BIERTER 3 M AEXAINRERKE. R
FHRIET REIE

4.3.6 1EAEE

4.3.6 IE{T MapReduce {ENk

AR ECTRNEFRERZIEMR . FITREFFRRER.

HIHR S

R RESKETIEV PR IEFEAEIE X L X HOFS REgH,
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FEEHRZE

BlanZeEe &1 4" /usr/local /hadoop3”, EAEIISLER A,

1. BREMWREERH S

2. EERNER BP—DEHTHARIESIRETRERENR. #EAKHEEE
3. AEVAEIR TIE BT Master 8, EFERHAAY Master .

4. BEZURAMN ZEER .

5. RIBFAMIRR. WA Master TR A BMER, AFPE. BS54 root F18]
BEEHMREMNED,

6. SEFBNIATTIS Kerberos IAIE, HTTIA TR SIAMESHBIA .

Klist —kt /etc/security/keytabs/hdfs.keytab 3KEX keytab A3 principalna
me
kinit —kt /etc/security/keytabs/hdfs.keytab_x0005_ keytab 4 principalna

me

7. HFTW T aSIE{T Example A9 wordcount 1BV,

hadoop jar /usr/local/hadoop3/share/hadoop/mapreduce/hadoop-ma
preduce-client—jobclient—3.3.3-tests.jar TestDFSIO -Ddfs.replication=1

—-write -nrFiles 100 —fileSize 100MB

4.3.6 IE{T SparkSubmit {ENk
AATEECHANEFRZEE MR, HiTEFFFIREG

FIIR & AF
IR B SRR LT R TE R RBUR A L5 HOFS R4

FEEHRZE

BlaN L 2EBEIZ 4" /usr/local /spark3”, EARTFR A,
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. BRE M BERHS
2. MEBAKE EP—PETPNEEFRTERSR #ASHEERR
3. TR TUEFBS Master T, HEHFEZHANAY Master THa,

4. BEZTRANN TEEE.

5. IRIEAMEIETR, A Master DTRIIB A BIER, AFRE. B85 root 8
BENEENE.

6. EEFBRIATTE Kerberos IAIE, FITIA T apSTAIES BT A,

Klist —kt /etc/security/keytabs/spark.keytab #£EX spark.keytab 4 princ
ipalname
kinit —kt /etc/security/keytabs/spark.keytab spark.keytab fy principalna

me

7. BATI TR BETIHEREREL.

spark—submit ——master yarn ——deploy-mode client ——queue default
——class org.apache.spark.examples.SparkPi /usr/local/spark3/exampl

es/jars/spark—-examples_2.12-3.2.2.jar 100

4.3.6 IBAT HiveSQL {Ek

ARTTEECHAANEFRIZIEM F, HTEFFFERER.

Hive Sql {EAV B F423Z SQL 15/a)#0 SQL FIASC A EIaFID AT #dE . B4% SQL 1A H Script
AT, R SOL IBESRERES . 1B/ Script 1232,

HIR A
FIFE S BETIRL AT B RSB L 5T HOFS RGE.
FiEaREEL
1 BREMREEEHE
2. WIERMER . B METTNERITESERER, BAEREETE



& w0z

L ETREE TSR RS Master T, EEZEH AR Master T,
4. BRZTSANN ZREEE".

5. RIBFAMIRR. WA Master TR A BMER, A&, BRS04 root 18]
BEEMMREMNED,

6. SEFBNIATTIS Kerberos IAIE, HTTIA TR SIAMESHBIA .

.
Klist —kt /etc/security/keytabs/hive.keytab FKEX hive.keytab f principa

Iname

kinit —kt /etc/security/keytabs/hive.keytab hive.keytab 3 principalname

7. 47 Hive Shell 5%,

hive

>show databases;

4.3.6 BT SparkSQL 1Mk
AATEECHRNRFRTIRM §. MAORFHKRER. ASHHEEE MR

SR A MR — NI SparkSQL 1EMr . SparksQL M FI T Z AR, €4E saL

BE)H Script BIARAEE, MR SOLBASEHREE. 15 Spark Script 2%,

HIR &1
AR ERBETTEL A BNERFSRMBIEX L1 E HOFS Reh.

B E AR
BN 22 EEB&IZ A" /usr/local /spark3”, BEAKIASLFR A%,

1. BEXE M EEESA

2. EEHNEE. EF-PETTONEHTRELEERR, AARREEHE
3. EDREE TUETHEE Master TR, EHFEHNM Master TH.,

4. BHZTRAalmzizEsE .

5. RIBFAMIRR. WA Master TR BMER, AFPE. B2 504 root F18]
BEEHMREMNED,
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6. EEEFERIAFT/S Kerberos TAIE, BT TapIANEH BT F.

Klist —kt /etc/security/keytabs/spark.keytab %kEX spark.keytab 4 princ
ipalname
kinit —kt /etc/security/keytabs/spark.keytab spark.keytab 4 principalna

me

7. FTFF spark—sql G547, FEN spark—sql AL 1T/a T/ 14T SOL 1B4), T T -

cd $SPARK_HOME

./bin/spark-sql ——conf spark.yarn.principal=default

ATBHITSOL XM, BELME SOL X (1 EEE]/opt/"B%R) . EEXHERTT

mLUT

cd $SPARK_HOME

./bin/spark—sql ——conf spark.yarn.principal=default —f /opt/script.sql

4.3.6 IBET Flink {EMk

fEaiE3

BB Flink & P imBRIAL ZEER 12 4 /usr/local /flink”, ELEISLER A4 .

1. ®Bid SSH ARNERERE,
2. BEBIEBTE, 7/ etc/profile JRZINW N E

export HADOOP_HOME=/usr/local/hadoop3
export FLINK_HOME=/usr/local/flink
export PATH=PATH:PATH:FLINK_HOME/bin:HADOOP_HOME/bin

export HADOOP_CONF_DIR=HADOOPHOME/bin
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exportHADOOPCONFDIR=HADOOP_HOME/etc/hadoop
export PATH=PATH:PATH:HADOOP_CONF_DIR

export HADOOP_CLASSPATH=hadoop classpath

WITIM T L ¥R LIRETE source /etc/profile

3. SERNIATT /S Kerberos NE, BEHITIUTaFSIATRIAL.

Klist —kt /etc/security/keytabs/flink.keytab 3kEX flink.keytab i3 princip
alname

kinit —kt /etc/security/keytabs/flink.keytab flink.keytab A3 principalname

B, NEEEXEIAUE, £/ /usr/local /flink/conf/flink—conf. yam! "Bt & S {4 H A9 5T
NECE RN keytab BRIZIME AR A,

security.kerberos.login.use-ticket-cache: true
security.kerberos.login.keytab: <user.keytab SC{FEE1E >
security.kerberos.login.principal: user

security.kerberos.login.contexts: Client,KafkaClient

40

security.kerberos.login.keytab: /etc/security/keytabs/hdfs.keytab

security.kerberos.login.principal: hdfs

4. imf7 wordcount fENV, BEEITLEIRE 3 DBEHANNERE, RERB3NFlink &
B,

/usr/local/flink/bin/start—cluster.sh

* Session 2T,
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AT T a5 7E session FIER RN,

yarn—-session.sh —nm "session—name" ——detached flink run /usr/local/flink/exa

mples/streaming/WordCount.jar

ERXHINE . £IREIE IR Flink £ AY YARN Application 1D I Web Hilit, i8]
Web Hitit UiEIT Web Ul B9 BB EIIRTS,

* Application {21,
AT T a2 L Application T3 AL,

flink run—application -t yarn-application/usr/local/flink/examples/streaming/W

ordCount.jar

BRZMINGE, £IREIERZH Flink YEMVAY YARN Application ID % Web #itif, /18]
Web HiHF UIEIT Web Ul AR EBIEARE.

4.3.6 1IB4T Katka {EVL
BATEECHLNRFESIEM &, HTERIRRER, ASHHREEE WR
ERLE G MR — TR kafka 7RV,

B A AR EL

1. BxXE MR EEEFS.

2. EEENER. ER-PETTHNRETELRERNR. #ARHEETE.
3. EDREE TUETHEE Master TR, EHFEHNM Master TH.,

4. BEZVRAMNN TEEE .

5. RIFFRERT. B Master TRAIBFABZMEL, BRR. B 54 root FE)
EEHMTERNE,

6. €% kafka A9 topic,

/usr/local/kafka/bin/kafka—topics.sh ——zookeeper <Zookeeper_IP>:218

1/kafka ——topic <TopicName> —-create

7. HETEEEEIAF S Kerberos TAIE, HTIUA T AIMAIEEE.
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export KAFKA_OPTS="-Djava.security.krb5.conf=/etc/krb5.conf —Djava.

security.auth.login.config=/usr/local/kafka/config/kafka—jaas.conf"

8. [a) topic FENEE.

/usr/local/kafka/bin/kafka—console—producer.sh ——broker-list <Kafka

Broker_IP>:9092 —-topic <TopicName> ——producer.config /usr/local/

kafka/config/producer.properties

9. SH% topic PEHEA.

/usr/local/kafka/bin/kafka—console—consumer.sh ——bootstrap—server

<KafkaBroker_IP>:9092 —-topic <TopicName> —-consumer.config /us

r/local/kafka/config/consumer.properties ——from-beginning ——max-—

messages 5

LR
——from—beginning :
——max—messages:

REBARBOEENDLBE, SERABEFASHI,
REBRSDFEIE.

4.3.6 IBIT Hue £ 5%

HIR A
.
2

1. {8/ Hue WebUl 5558881, 1BRITEE MR Manager— SRR S —Hue—E iR EIETUHE
REEZEERMNEES. BARE. BERNEA LANCHBRETER He £8RS. &
/&, BDTET4E Hue WebUl TTE I TER.

MEEE SEBHE BEEHAR

RHEFER HR{EEE it RIE
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2. HETARAZFHEM LDAP IKS 158 Hue, &M admin. hdfs Z hive FEBRAAFE
X Hue, FFHTT Ranger XX, TTINBLIT UL, WARIE LDAP A, FERBIY Ranger 3%
¥ Hive 5 HDFS PR, BRIEFRAT .

1) BI1EE MR Manager— 58Ik 55 F— m i Ranger—1 {4 /2 — /B F Hive 5 HOFS, &3
Hive 5 HDFS k%S .

2) %% Ranger WebUl REZAHEEE XA P15 HADOOP SQL/HDFS FANBR .

R Ranger  UAccessMansger  [3 Audit (F)Security Zone & Settings

Last Response Time : 04/27/2025 02:53:20 PM
Service Manager Security Zone:  select Zone Name v || @import || @ Export
[ HDFS + = HBASE + = HADOOP SQL +
hdfsdev ®| @ n hivedev ® @ n

metastore e | @ n

AR MRRELERAFEN, &8 hive TTREIRTE Error,  Permission denied: user=test,
access=WRITE Z5/a)zH,

3. BB core—site.xml X, 4 Hue Ff FECE R IBANPR . 7 HOFS— BB B IR & 2
core—site . xml SCHECE | £7H8 hadoop . proxyuser . hue . hosts 5 hadoop . proxyuser . hue . groups Bz
B, EEEEURBREN, REFRIEES. 15E/3 HOFS 5 Hive—hiveserver2,

AAER

REFEEE  hadoop.proxyuserhue.hosts

AR WREE A He AARERIENPR, 58S REA Failed to validate proxy privilege of hue
for test{EFMA ).

4. FBITAMIE) Hue WebUl, FRIENEH R, EORIEEFH G- TREE, A Hue i
B9 master TR GBEHM IP, ARSHBRBEANTEGOMUE, SfripheEiEShnmATiEH
A9%EIE . BITE Hue WebUl TUTE.

EREE  TREE  SWESEE  EMRManager  APIIR  EEES  AEEmSKO

wRETARS v | | mwrmaanmmesae zw || 22 || Bw
PARE Pouaxm BRARE fmap Pang £ B
v maser MASTER ozmn ey 3 (57 2arge 4)8 VCPU, 3268 ¥5 EERG wars
SRR
Sipa
waEn B AP P o Y weEe F
§ e 19 a S EBOSRE 0068 1 e .
bigdata-vm-174650031 foF 2 o o (67 2xarge.4) B N eRE s mEsE Bs
- ] S EEORRE 0068 1 - .
Digdata-m-174650031 o2 - - SMERA O (7.24arge.4) 8 vCPU, 3268 o el R
bigdata-vm- 174650031 JoF 2 20 ABERA O (57:2xarg0.4)8 vOPU, 3268 e wREE B -

FEE BEOLER 8068 1

> coret coRE o} = a5an 3 (57 2vlarge.4) 8 vCPU, 3268 5 EEAR MArs
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TAEE  SEESTE  EWRMawer APWE  SRES  possmssl

FeUet

@ smemsEm: HueHueServer

(7] - (P
[Pa) - ()

»20e1;8888

U
iPva )
Pva

5. Hue 133 JDBC 1 Trino &1H5|Z, Trino X3F%L ) Catalog (¥ hive. mysql &) , B
Hue BRIAIE$E Trino B system BYR S Catalog , (XA T KIEMITEIEE®E. TiETE] Hive
FREWZEIR, NEIEIE Hive SLEMI ESEIR, EERMAL

FR—: B8 Hue BRINIEIZRY Catalog (HEHE)

2548 Hue BB ST hue. ini, ¥ Trino URL HAY system ¥ 4 8 SEBR{E A AY Catalog ZFR (5l
40 hive) -

[[[trino]l]

name=Trino JDBC

interface=|dbc

options="{"url" . "jdbc: trino: //your—trino—host : 9808 /hive", "driver": "io.trino.jdbc. TrinaDriver",
"user": "trino", “password_script": "/path/to/password_script.sh"}'

REFERER He, BIOJEZIEHRERRTEEMER saL.

SELECT * FROM default.users

AR 7 SQL HERIETE Catalog (EEXNEE)

RIEERIA Catalog 72 system, By 0]RId ST BR B EEER Catalog FHIEHE
£ saL &6 Hive FAIZR

SELECT * FROM hive.default . users

IR BEHR Trino REHE EMRECE XNV Y Catalog (40 hive. properties)

ﬁ%éﬁiﬁ%ﬁ
. ARSI ATUE . B Hue RS FTAEFTAYSEREBITE Hue WebUl TUE . %A LDAP
WP F12RS, RIO]IE& /78] Web Ul TUE .
2. fE Hue MZEMISHAZ, BFAEGIRSEI T HANE fRERS.
3. WlHive A, mEFlIRAp ETRIEIRE. RIo]EAER EEIEERT.



Q
Edaqin 3 u- Hive3 . Add aname...  Add a description
¢ = default
Tables (589) + =

" 33a

aaa_xianwntestdl 2201 hive_refref [

= i e

e ®

. EEAREXBAIED, BUHTES.

4.3.6 BEIHMAGHE

BRIEPR

1. BXE M BEEHS.

2. EEHRNER EP—DETTHNERIIRETERER. #EAKHEETAE
3. ENREE TUEHET Master T, IEFZH N Master T,

4. BIZTRAMMN TEEE .

5. RIEFERT. WATROAABRENL, HPRA root,

6. HANNAGNEEER, EEHEXAT.

= B ~/bigdata/trino-server-427-SNAPSHOT/data/var/log$l1l
total 8

drwxr-xr-x 9 14 15:39
drwxr-xr-x ¢ 28 9 14 15:39 ..,
-r'W-r--r-- 9 14 15:39 launcher.log
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4.3.7 HEEHE

4.3.7 BEEEEIR

EESTEII&

SFEDRETT RHTHMEEERES.

EEHLIRINZREIRFHS], MERENEE R TR W,

HFEEETHNEFBIZAM TR

K

SRR

8 ja)

FEEENRE.

ofF
g
AN

K. RERSATA.

FE. SERSHITER MRS ERE.
iR RERSELERT FEA—DLE,
BERRSTRHERRS.

EL FTAAEELIESRMRSIETT.
RN, BRA—SYNNHE.

=
=]

[

EEELE.

MEEEERP AR K.

FHLIP RHESEZERNEN P L,
H£EEFE HLEEE,
Al &R RSE RESENERRS. L4,
BRIEXR

1. BFE W EERHS.

2. BEHHNER EHEEHNEREAR, #HASEEEE.

3. EBEFH“E MR Manager'tab, FEH BI1FE MR Manager”,

N

(@2]

BREEREEL.

. HAEIE MR Manager M5, BERB GiR5EE> SEHSE".

BFMEFIEERERS. ARG, LEN P, BE B RANTES
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4.3.8 BESHIT

4.3.8 £BEAE
B VR B4 SIRUERRERTEREN. BN, 217 kAR BATETEAE

RESaEITFmERAMRSBSSREFITARE
HiEAD

MEMREZEFIGHANERHEENE, BH SHAS IENUEERHRIERT.

EER  DAYE  EWESSE  RWRMnager  BRIR SRES  BOMSSHD  @RER
\Z\ 2z || ax
> BT
RERE EER 3
sw o mawr 5
T 2
FIEE 25
He T
R 25
(4]
=+ E Y
E = ﬂ

BEMRRGSERERS, RETHEETAAREEAMEBRE . FHAEEEHERE T
fF., BHEWEA#TERERS, EERABTHIERMG.

F B
S SHUHA
BRIERIR ICRPTHRIERIR, B R KEAES.
FRBIR ICRBRENTRBIR, 855 KB core. master F,
TS IERBERT, 84 M7, RITRM. HiThF.
Fronmd(a) /2R (8] | ICRBIEFRHITR BT R 6,
=i xR IER A EE R B

4.3.8 =EFERS
HRER

1. V217 fRAE, AR UBREzBERESERE MR £EBFNAHEE.
BB
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1. NEMREFIGHEAREHEENH, BHKfEAS TE,

AmA LA TIEIRS. RNE MR B ZHERS.

NPT BB FAREZ B SRS ERE, FRUTER. Z2BEERS K%
FRORERELER A

AFB=EERSH . ERAKARFADT 100 T, BNKSBIFBEK.

JNFAFHER, BEBUABENEIN 16 X, FEE, Ttz SRSHNE
H B HITHRIE.

HNZBAERSTEIEETETHENLRA 50D, HFEETHCIKE 50, ¥

SEHE MR BE HIREK,

ETERASIRS

3. milr [ERZE. BAUTE]l 5. EMR BT AAFEIEZEHNEENAESH
SR, JREE MR EF S EHAS TTHA AN FIEEE WEEZASR
SEHaEERATHE.
IR NaETRSEGSHERE MR FrelZ2MESMExHTET, $SBHENME
SEEEX. BEERE
4. WB/BRAZETRS . FLEETLER, TREEWEH G SERS TEA L
AR xR, FIEREER

5. TIRSHEERE. F5% ARG H .



1. V27 BRAE, AFTBREZEITMEEE MR RENAGES.

1. FAEREIT-EHE. FEE MR RRHER RN =S~ M.
2. FEBmwiItTmE EMRBEXEHASE aEITES. BPUAEREHITE
HaBsE

WP e

SRR | RSB | E—IE | ER E EEEER

TR
ESem | EEE ELEEI wEES | R
BeRE | BEAESHE EEED  cmmmen EERE | A
= ==
FER BEER FERE AR EEEE B0 0

ETRE TEHESHT EMapReduce =B
&7 BEHESHT HEMapReduce m st acet ==
&7 BEHESH EMapReduce ==
&7 mEHESH EMapReduce =E
BT LEAESHT EMapReduce mg st acel 2025-03-22T19:39:57.143 =S
&7 BEHESHT EMapReduce =B
BT BEHESHIT HEMapReduce a st oad ==

3.  =HIREER. BSFHIT R,

4.4 ERRMRESH
4.4.1 THESS

BRIEA=R
ABERSHOBRS B LBELRANE HE, BETHE R EOMNEET .

BRIES R

1. BRE W SRS S,
2. EHRMNERE PRI ENERSR, #AERFEEE

3. HEAER J\EE’JEMMWJP RIAETHE A A T . STt
M EHRIFTHER /\D]JIE HaEH . BURRS %HT"‘)‘CTEMJFDE/EX
h=.



s THEEREFRES. BEARREE. MO EME iR EX M.

s BPimLEABEEHEM: Hadoop (HDFS. YARN) . Hive. HBase. Flink. Kafka. Spark.
ZooKeeper. Trino, Kyuubi, Kerberos,

e V217 FRARE, BPimIEEHRFHIE Flume, SeaTunnel,
s RPmELEXH. EEYRREARTE THER FinbcE X4,
L PBBRA, BERHOERS.

4.4.2 BEEPRIF
BREHNAFNBSHRER BUEFRER A, BNE Sk SREHRAER
—E, TR MR,

RIS
. EEPHTRAERIN RN, D RSIREEEHATRNEER, BllRE
A%Mo
c FREFFRTR/DIUBANTP RS, FRIFSRS R E -3, BSREZKK.

AP R ERER P, JEA oot A FSERRERGH F#THRE, BRZARAX
BEFIHXHFERERNZE B XEFREDER. BB XARA 775 .

* FEATAPEABIBARER Linux BMERRSH (SSH TR

RRE iR
1. IBRERS SR LEERERDTRS (ntpd 3 chronyd) . HFIARZDIRESEE.

ps aux | grep 'ntpd\|chronyd"
[root@yunzhujihll ~]# ps aux | grep 'ntpd\|chronyd’

chrony 619 0.0 0.2 78144 2372 7 s 16:26  0:00 /usr/sbin/chronyd
root 1770 0.0 0.2 22096 2408 pts/0 S+ 16:35 0:00 grep --color=auto ntpd\|chronyd

[root@yunzhujihll ~J# i
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[root@yunzhujihll ~]# timedatectl
Local time: Thu 2024-12-05 16:41:23 CST
Universal time: Thu 2024-12-05 08:41:23 UTC
RTC time: Thu 2024-12-05 08:41:23

Time zone: Asia/Shanghati (CST, +0800)

|System clock synchronlzed yes
NTP Service: active
RTC in local TZ: no

2. BRE 28 LB E LI kerberos g):‘,lfﬁﬂﬂ;é rpm B (krb5—workstation B{ krb5—client)
ﬁwmﬂﬁﬁiﬁﬁAEﬂ TR
15 AR

MR root BAPTRERA, WAFTEFLET, SEHRE

3. RS LFELRLEG jdk, FETE usr/jdk64/ B3R, RE
${JAVA_HOME},

. %A

& /usr/ jdk64/ current ¥R $EE

® {7 java —version HINRBERRR ok MBEAMBRHEEM jok, ELHIFHREE T

BERAIMEIE.

® METHMMRERREZM jd» TNHITTHEIER, MRELELHH ccdp HAFNK

REREZH jdk BNFEZEECKE (TERTARREZN jdk) .

[ro@t@zhouhua—testl-"mH?iSﬁﬂNH da?aﬂl]# rpm -ga | grep jdk
[root@zhouhua-testl-vmH7iSdANH databl]# '

X86_ b4
[root@yunzhujih1l usr]# yum list | grep jdk
copy-jdk-configs.noarch 4.0-1.ctl3

?ava-145.0-open}dk4x66_64 :1.8 112.b08-5.ct13
java-1.8.0-openjdk-accessibility.x86_64 21 .b08-5.ct13
java-1.8.0-openjdk-accessibility-slowdebug.x86_64 o .b08-5.ctl13
java-1.8.0-openjdk-demo.x86_64 .b08-5.ct13

java-1.8.0-openjdk-demo-slowdebug.x86_64 1 112.b08-5.ctl3

9

[root@yunzhujihll usr]# yum install java-1.8.0-openjdk.x86_64

Last metadata expiration check: 0:00:41 ago on Thu 05 Dec 2024 05:00:41 PM CST.
Dependencies resolved.

Install

java-1.8.0-openjdk A : =412, -5. update

Installlng dependencies:

alsa- lwb | 1:2.5.1-3ct13 everything
co k] = eyve nang

[root@yunththll usrl# java -version

openjdk version “1.8.0 412"

OpenJDK Runtime EnVironment Bisheng (build 1.8.0_412-b08)
Open]DK 64-Bit Server VM Bisheng (build 25.412-b08, mixed mode)
[root@yunzhujih1ll usr]# I

LIWXTWXIWX. 1 root ront 1k lan 13  ZuUZ3 Tmp —
[root@yunzhujihll usr]# which java

/usr/bin/java

[ root@yunzhujihll usr]# echo $JAVA_HOME

[ root@yunzhujihll usr]# echo $JAVA_HOME

everythin
update
update
update
update

update




[root@yunzhujihll usr]# readlink -f /usr/bin/java
/usr/lib/jvm/java-1.8.0-openjdk-1.8.0.412.b08-5.ct13.x86_64/jre/bin/java
[root@yunzhujihll usrl# [}

BCEIEELE. sudo vim /etc/profile

export JAVA HOME=/usr/lib/jvm/java-1.8.0-openjdk-1.8.0.412.b08-5.ct13.x86_64/jre
n D 3 4 0D £ 0 1 on i

k. In —sf {JAVA_HOME} /usr/jdk64/current

[root@yunzhujihll CCDP-3.6.0-client]# 11 /usr/jdk6d/
total @

lrwxrwxrwx 1 root root 63 Dec 5 18:03 current — /us
[root@yunzhujihll CCDP-3.6.0-client]# I

4. /etc/hosts AFEEG N server imfRESa30Y IP F1IEH A,

5. ¥ TEHA client_config. tar. gz #1 CCDP——client . tar. gz FI/N LB UK keytab XA HFE[E
—B*%.

6. tar zxvf CCDP——client.tar.gz f&, N CCDP——client B3%, B A mdb U{FfNZeE
£, T mds XXHFHTRY . B1F . mdbsum —c CCDP—3.3.3—x86_64—client.tar.gz.md5,

7. >R tar zxvf CCDP——client . tar. gz fi# /% , #k N\ CCDP——client B3% , T B E|LEEHIZ install . sh
5&%AHE*%.

8. HANTXFEEGH CCOP—*—client B3k, 1T shinstall.sh XX Fig, o] IXEZEA root
RARRE,

9. krb5.conf L& SC{F#E N FHEE root H sudo NRAIA 7. BHREAFZENR, NFHRFT
3 root XPRIG krb5 . conf HEINF|/etc/ B3R, BER{EARKM FH4T sh install . sh —s Bk
krb5.conf iLE , EERRAEIRE Fim.

10, ZEIZTHHERTFE/tmp/emr_bigdata_client_install . log

11, AR P imEl T EMAT source bigdata_env SRBGMELRE(EAER—MER, FEEZIE
M), source R EHF B R EENIT.

12, SEREENIAB A Kerberos TAIE, BUTIATaSIANESRIAF ., 15 KFRAY keytab SCAFAYES
12%54%/path/ 10/ username . keytab,

kinit —kt /path/to/username.keytab ‘klist —kt /path/to/username.keytab |sed —n 4p |a

wk ‘{print $NF}"*

13, EEITEGNE PiHT.
BIan{EM HOFS & Fimfp <& & HOFS IRE KX M. HfT hdfs dfs —Is /
14, BERRTERTRE, 5% SEGEPRERKE ERE .

iz
o BRESEUSERMEEHE KT README. txt,
o WMFHEK G, TEHEMBRZIEEX.


https://www.ctyun.cn/document/10224959/10249811
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4.4.3 HEHEPPIRERE

4.4.3 {EH YARN & Rin

RIETR

ZESESAFEEESRH L SHRPEMA YARN B S,

HIHR S

E%:

KB,

BlanZe2E B 3% A/ opt/hadoopclient”, A TRIEMIE i B R R 2246 1BIRIBEFRE
EEF T

M YARN & i

1.

2.

3.

RER .
RRERRERTPHOHAR.
HTUTHS, VREIF gk B3R, 54"/ opt/hadoopclient”,

cd /opt/hadoopclient

4.

HTUTHSEERRLE.

source bigdata_env

5.

FERBRIANNR LT, PR keytab XHFBEER U TR

/path/example.keytab, H{TEr<#H1TH FIAILE.

kinit —kt /path/example.keytab ‘klist —kt /path/example.keytab |sed —

n 4p lawk {print $NF}"

6.

HEHIT YARN 25, Bl40.

yarn application -list
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4.4.3

£ Flink 2 P iR

HIHESFAF

B MR EBFPE R Flink B4,
- EHEIFEEIT, CREEHEE . BlInEE XA /user/local/flink”, A THENE

FimEFRAZEM, BRELRRE B FIEN.

£/ Flink & i

1.

2.

3.

TRE i, BRESELEEPinE
BRREFTPIHITA.
PITU T, VHREIEPimLE B, Bl user/local/flink”,

cd Suser/local/flink

- RTW TR AINRELE.

source bigdata_env

. BB S Kerberos TMIE, TEAGSLFRAY keytab SXABEIZ BB I T e HAY

/path/example .keytab, HITARLHITIAUL.

kinit —kt /path/example.keytab ‘klist —kt /path/example.keytab |sed —

n 4p lawk {print $NF}"

B, NEEEXEIAUE, £ /usr/local /flink/conf/flink—conf. yam!"BC & S {4 H A9 3T
NECE RN keytab BRIZ AR B A,

security.kerberos.login.use-ticket-cache: true
security.kerberos.login.keytab: <user.keytab SC{FEE1E >
security.kerberos.login.principal: user

security.kerberossecurity.login.contexts: Client,KafkaClient

40
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security.kerberos.login.keytab: /etc/security/keytabs/hdfs.keytab

security.kerberos.login.principal: hdfs

6.

1547 wordcount {ENV .
a. BEELBEINFlink £,  /usr/local/flink/bin/start—cluster.sh

b. Session #RI: HITII T A< TE session FIRZZIENL,

REMIE, KIREEIRIZA Flink fEALEY YARN Application ID A& Web i,
(8] Web ifit DUEIT Web Ul ST RBBEWIRTE,

yarn-session.sh  —-nm  "session-name"  ——detachedflink  run
/usr/local/flink/examples/streaming/WordCount.jar
c. Per—Job 83 . T T &S U Per—Job AIRZENL .

REHNE., SREIEHRRA Flink fEALEY YARN Application 1D & Web #iflF,
3518 Web Motk DUOBIT Web Ul B9 REBEIRT.

flink run —t yarn-per—job ——detached
susr/local/flink/examples/streaming/WordCount.jar

d. Application #83\: #fTaA T a5< |4 Application AR (e,

REZHIE, SIREIEIR3ZAY Flink /£ AY YARN Application 1D X% Web Hidf,
Th1a] Web itk PUBIE Web Ul (9 REFBEIIRTS.

flink run—-application —t

yarn—-application/usr/local/flink/examples/streaming/WordCount.jar

4.4.3 {EH HBase & Fif

RIEHR
RS IS P EEASRRL S HR A HBase B 5.

HIHR S

EE PG, FlaNgEEE XA/ opt/hadoopclient”, U TIRIERIE Fim B3R R 234461

1:511‘&?%;’:5???%% HREX.
* 3E root AP HBase B i, 1BHATRIZ HBase B i B RMEEAZAF. BES
ZN TS ENEE.
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chown user:group -R & FigZedE H3%/HBase

{5 HBase & P
1. RERFE, BRESERERFHRED
2. APEXREFFHNTA.
3. WITUT oL UIH#E|E Fim Bk, #40"/opt/hadoopclient”,

cd /opt/hadoopclient

4. FTUTLREMNERE.

source bigdata_env

5. REMINARERI, KLRAY keytab X EBRIN T oS HH

/path/example.keytab, I {TEr<#HITH FPIAILE.

kinit —kt /path/example.keytab ‘klist —kt /path/example.keytab [sed —

n 4p lawk {print $NF}"

6. HIEHTT HBase HEME Fikird

hbase shell

4.4.3 {6 HDFS & Fii

BiEH=R

RESIES A FAEEAH RS 55 B HOFS B .
R AF

EREE .

s BlENZ2E B FK A"/ opt/hadoopelient”, U THREMNE ik B X RE2]. BIRELFRE
HHERIEX.
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{5 HDFS & Fi
1. REEPm.
2. BRLEEPWMNT
3. MM T oS, VHREIRFmEEER, B190°/ opt/hadoopclient”,

¥

cd /opt/hadoopclient

4. ROUTHLERENERE.

source bigdata_env

5. ERRMIANNR LRI, KPR keytab XHEER BRI T o< A
/path/example .keytab, HITar<#HTH FIAIL.

kinit —kt /path/example.keytab ‘klist —kt /path/example.keytab [sed —

n 4p lawk {print $NF}"

6. HEIEATTHOFS Shell <. Bl

hdfs dfs —Is /

4.4.3 {EH Hive Z R

RIEZR
RS SA A EERSRAL S HRPEM Hive B 1H.

R AF
EREF A, PINRERF A"/ opt/hadoopclient’ . [ THRIERIE Fik B RREZHM),
IBIRIESEIR R B R,

{5 F Hive & Fif
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3. T TS, VHREIRFmRERZ. B/ opt/hadoopclient”,

cd /opt/hadoopclient

4. T T SRENERE.

source bigdata_env

5. AN REER, KSEFRAY keytab XHFEERBIRIA T 7Y
/path/example.keytab, HITaF#HITHFINLE.

kinit —kt /path/example.keytab ‘klist —kt /path/example.keytab [sed —

n 4p lawk {print $NF}"

6. JFLPFRAY zookeeper FHN R EMRIA TS H Y zk_host_namel, zk_host_name2

zk_host_name3, #7654 &% Hive B i,

beeline —u "jdbc:hive2://zk_host_name1:2181,zk_host_name?2:2181,zk_hos
t_name3:2181/default;serviceDiscoveryMode=zooKeeper;zooKeeperNam

espace=hiveserver2"

< WiAA
beeline ZE# /5 0] M4 EFH IR HAL 1B ITIEHRTS.

4.4.3 {6 Katka Z i

RIEHR
FIATTINESRBER FunseAl Topic MOBIRE. B9, MIBRSEARLE,

ﬁﬁ?ﬁ%ﬁ
EE P, FlaNLEEE XA/ opt/hadoopclient”, U TIRIERIE Fim B3k R 22441
BIRIEL PR B R IE M.
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{5 F Kafka & Pifg

3. MITMUT#<S, MREEFKER. .

cd /opt/hadoopclient/Kafka/kafka/bin

4. T TS, EENRTE.

source /opt/hadoopclient/bigdata_env

5. EHEANAREER, KSEFRAY keytab BRI IA T 7Y

/path/example.keytab, H{Tar< TR FIAIE.

kinit —kt /path/example.keytab ‘klist —kt /path/example.keytab [sed —

n 4p lawk {print $NF}"

6. EIE— Topic.,

sh kafka-topics.sh ——create ——topic FFZFr——partitions F& 5 A
X% —-replication—factor F A 4L ——zookeeper ZooKeeper

AESLEIFTET & IP Hitik:clientPort/kafka

7. BT TS, ERSRETH Topic F8.

sh kafka-topics.sh ——list ——zookeeper ZooKeeper & LfpF7ZE T = IP

Hitit:clientPort/kafka

8. MIBREIZEAR] Topic.

sh kafka—topics.sh ——delete ——topic FFZFR ——zookeeper ZooKeepe

r A ESLBIFRE TS & IP Hidik:clientPort/kafka

Ay EZE.
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4.4.3 {EH Trino Z R

RIETR
RS 15 SR FER Trino B0,

BIR &M

ERHEE P,

BlanZese B % A"/ opt/hadoopclient”, U THRIEMNZ P B R REEG], BHRELGFR
KEFREL.

{5 Trino &%
1. T TS BT .

./trino—cli-*—executable.jar ——server https://${trino_coordinator_ip}:98

09 —-catalog hive ——user presto

2. BTRNENEAiRAE.

4.4.3 {EH ZooKeeper & P i

Bl

EXRE i,

BNz B3R A"/ opt/hadoopclient”, A THRIENE FinE R AZEG], BHRELFL
ERFEN.

{# ZooKeeper & Fify

1. RERPIRITRET JOK8,
2. BRRERFIHINT A,
3. T TS, VIHRBEIRPinREBR, 40"/ opt/hadoopclient”,
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cd /opt/hadoopclient

4. T T SRENERE.

source bigdata_env

5. ERRIANNR SR, KSLFRAY keytab XHEER BRI T o< HAY
/path/example .keytab, #HITar<#H1TH FIAIL.

kinit —kt /path/example.keytab ‘klist —kt /path/example.keytab [sed —

n 4p lawk {print $NF}"

6. EEAfT®WS. flm

zkCli.sh -fR&=8 IP:im A=

4.4.3 [ Kyubi i

AR

EREE FimFt BEBE T ZooKeeper FRE,

BlanZ s B3R A"/ opt/hadoopclient”, A THRIENE FinE R AZEG], BHRELFL
EBFEL

fEF Kyuubi & P

1. RER i,
FRER IR A,

3. T TS, VIRBEIRPimREEBR, Fla0°/ opt/hadoopclient”,

s X

2.

cd /opt/hadoopclient

4. FTUTHLRENMERE.

source bigdata_env
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5. ERRIANR SR, KSLFRAY keytab XHEER BRI T ap< HAY
/path/example .keytab, HITar<#HTH FIAIL.

n 4p lawk {print $NF}"

kinit —kt /path/example.keytab ‘klist —kt /path/example.keytab [sed —

6. HEEAfTWS. flm

bin/beeline —u 'jdbc:subprotocol://host:port'
# subprotocol:kyuubi or hive2

# host: IP address of the kyuubi server

4.4.3 {§H Spark & iR

HIHR S

ERKE i,

Blan% s B F A"/ opt/hadoopclient”, A TRIERZ Fim B R R 28], BIREXRFR

FEFIEU.

{5 F9 Spark & i

3. MTUToS, VAR FineEEEx, B4/ opt/hadoopclient”,

cd /opt/hadoopclient

4. ROUTHLERENERE.

source bigdata_env

5. ERRMIANNR SR, KPR keytab XHEER BRI T o< HAY
/path/example.keytab, #HITap<#HTH FIAIL.
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n 4p lawk {print $NF}"

kinit —kt /path/example.keytab ‘klist —kt /path/example.keytab [sed —

6. HIEH

e, Bilgn.

spark-sq|

4.5 i51E)4844 Web TUHE
4.5.1 FFIELBHE Web 3R

HRNR

B MR SEBUAAE SRR Master T R Core 1 REBIRFHHTE T ARIAEMHAY Web ¥,
AT BT X e Web s S EFAEHERER.
i FERA M Web dh R

1. BRXEMEHEEETE.
2. BHBRMER BEHIEENEEAR. #HAER EETE.
3. BEAa)8EESim O tab BIT],

Web ¥ m—U2
T IR FHRAEH Web 3h s bt

Bh KA WebURL BlF URL 18R
http : 27.0.0.1: 7N Nod
HDFS http: //nn—ip(nn—hostname) : 50070 tp://127.0.0.1:500 ameriode
0 Web Ul
ResourceM
YARN http: //rm—ip(rm—hostname): 8088 | http://127.0.0.1:8088 | anger Web
ul
NodeM
YARN http: //nm—iplnm—hostname) : 8042 | http://127.0.0.1.8042 | o ana
ger Web Ul
VARN http: //mrhis—ip(mrhis—hostname): | http://127.0.0.1:1988 | JobHistory
19888 8 Web Ul
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shRkE WebURL B+ URL 1% 83
HBase http: //hm—ip(hm—hostname): 1601 | http://127.0.0.1:1601 | HMaster
0 0 Web Ul
http: //127.0.0.1:1603 | RegionS
HBase http . //rs—iplrs—hostname) : 16030 p:// egronsery
0 er Web Ul
Soark http : //sparkhis—ip(sparkhis—hostna | http://127.0.0.1:1808 | SparkHistor
ar
P me): 18081 1 y Web Ul
Doris http: //fe—ip({fe—hostname): 8035 http://127.0.0.1.8035 | FE Web Ul
http: de—i de—host :9 ESNod
Elasticsearch p://node~iplnode—hostname) 8 |\ 155 6 6 1.9200 ode
200 Web Ul
) RangerAd
http: dm— dm—host
Ranger p://rgadmiplraadm-hostnare) http://127.0.0.1:6080 | min Web
:6080
ul
Krox https : //knox—ip(knox—hostname):7 | https://127.0.0.1:774 | Knox Web
743 3 ul
Kafkall http : //kafkaui_IP(KafkaUl—hostnam | https://127.0.0.1:921 | Kafka Web
afka
e):9215 5 ul
EliokUl http: //historyserver_IP(flinkhistorys | https://127.0.0.1:808 | Flink Web
i
" erver—hostname) : 8082 2 ul
TeaUl http: //tezui_IP(TezUl—hostname):8 | https://127.0.0.1:882 | Tez Web
822/tez—ui/ 2/tez—ui/ Ul
Amoro https: //amoro—ip(amoro—hostname | https://127.0.0.1:163 | Amoro
mor
):1630 0 Web Ul
Hue https: //hue—ip(hue—hostname): 888 | https://127.0.0.1:888 | Hue Web
8 8 ul
| https : //DolphinScheduler—ip(Dolphi https.//127.0.0.1.123 DolphinSch
DolphinScheduler | nScheduler—hostname) : 12345,/ dolph ) ) eduler Web
. . 45/ dolphinscheduler/ui/
inscheduler/ui/ ul
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4.5.2 FiRAHROTIFE

R
BEENEMNAGERES, STORN, LEAENKRIENER. TRHRTERES.
SHRA—EENm AR, SB—ERSTER.

&
B33 netstat MR pid #54. BAMEXH . SFTAMEREXHRBINAIE REEHD.

R
FHEAMGERmA, BT Lnx Pla#mUEN, IXEERwO#T

net. ipv4.ip_local_reserved_ports IR B, FEEXLimO,

HIOLAS LIST
2148 HDFS. YARN. HBase. Hive. Kafka, Spark. ZooKeeper. Kerberos. Trino. OpenLDAP.

Doris. Elasticsearch, Kyuubi. Flume. Ranger. Knox £,

HDFS % Fim O

. BUAWG | HEIEC R
EEESH i 3% A1 BF
A BimH
dfs.namenode . http—address . x . x 9870 50070 namenode Web Ul 88 im
dfs.namenode . https—address . x . x 9871 9871 namenode https 4 i O
de NMARY client 753K RPC £
dfs.namenode . rpc—address. x . x 8020 54310 ETfno e MR olient 13K o
TE ity H
namenode I A1 &RAR S5 15 5K RPC
dfs.namenode . servicerpc—address. x.x | — 53310 48 E im0, 5140 datanode £ server
=B
com . sun. management . jmxremote. port | — 8006 namenode jmx i 0
dfs.datanode . address 9866 1004 datanode #IEE %
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RESH Bl | ST I3
A BimH
dfs.datanode. http . address 9864 1006 datanode http webUI % H
dfs.datanode . ipc . address 9867 9867 datanode rpc Mg R i A
com . sun.management . jmxremote. port | — 8016 datanode jmx i A
dfs. datanode. https. address 9865 - datanode https i M
dfs. journalnode .rpc—address 8485 8485 journalnode rpc i A
dfs. journalnode . http—address 8480 8480 journalnode http i A
dfs. journalnode . https—address 8481 8481 journalnode https i A
com. sun.management . jmxremote.port | — 8046 journalnode jmx i A
dfs.ha. zkfc.port 8019 8019 zkfe rpc i A
com . sun.management . jmxremote. port | — 8056 zkfe jmx im A
dfs. federation .router .rpc—address 8888 55310 E;;;%uéer TARY client 3K rPe
dfs.federation.router .admin—address 8111 - hdfs izuter IR admin 1K rpe
3R O

dfs. federation .router . http—address 50071 - hdfs router http i A
dfs. federation.router . https—address 50072 | — hdfs router https i1
com. sun.management . jmxremote.port | — 8106 hdfs router jxm i 0

YARN & g0

Ak | HHIEC

> v, . A.IJ.ID A H
EESE 0 B ¥ O AR
yarn .resourcemanager . address 8032 8032 RM [ A & 18w O

yarn .resourcemanager . scheduler . address 8030 8030 RM I i A
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BRAdG | ZAUEC w s
C i HEE
REESE o B 3w A ER
yarn.resourcemanager . webapp . address 8088 8088 RM http webU! i A
yarn .resourcemanager . webapp . https . address 8090 8090 RM https webUl i A
yarn .resourcemanager . resource—tracker . address | 8031 8031 RM jmx %0
yarn .resourcemanager . admin . address 8033 8033 RM admin i A
yarn.nodemanager . address - 45454 NM container & 2w 0
com . sun.management . jmxremote . port - 8026 RM jmx %0
yarn.nodemanager . localizer . address 8040 8040 NM ZA#b{r IPC iwHA
yarn.nodemanager . collector—service . address 8048 8048 NM #2351 AR 55 E
yarn.nodemanager . webapp . address 8042 8042 NM http webUl i A
yarn.nodemanager . webapp . https . address 8044 8044 NM https webUI 3 O
yarn.timeline—service. address 10200 | 10200 timeline server RPC i [
timeli htt bUI
yarn.timeline—service. webapp . address 8188 8188 ;Te Ine server nttp we
ufg H
timeli htt
yarn.timeline—service . webapp . https . address 8190 8190 me |ncjbserver Ps
webUl ¥r &
SCM Bk%S admin RPC i
yarn . sharedcache . admin . address 8047 8047 0 AR admin o
yarn. sharedcache . webapp . address 8788 8788 SCM AR%S webUl im A
SCM k% T REL
yarn . sharedcache . uploader . server . address 8046 8046 jﬁjﬂ PREE
RPC ¥m M
SCM BRE-MaRY client RPC
yarn . sharedcache . client—server . address 8045 8045 2 RS IR, clien
)
yarn . nodemanager . amrmproxy . address 8049 8049 ¥ yarn federation TNFT/8
amrmproxy FPE Y AR 55 i
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BRAdG | ZAUEC w s
C i AR
RESH o B ¥ O3 AR
A
te htt bUI i
yarn.router . webapp . address 8089 8089 Em route Nttp webtl ¥
te htt bUI i
yarn.router . webapp . https . address 8091 8091 T_jm route Nttps WebL
com . sun.management . jmxremote . port 8036 8036 NM jmx ¥ A
com . sun.management . jmxremote . port - 8086 rrhistory jmx 3 0
mapreduce . jobhistory . address 10020 | 10020 mrhistory IPC i H
mapreduce . jobhistory . webapp . address 19888 | 19888 mrhistory http webUI 3 [
history htt bUI i
mapreduce . jobhistory . webapp . https . address 19890 | 19890 rg istory ttps webtl m
mapreduce . jobhistory . admin . address 10033 | 10033 mrhistory admin RPC i [
mapreduce . shuffle . port 13562 | 13562 MR shuffle i A
spark . shuffle . service . port 7337 7337 spark shuffle 0
HBase & FHim 0
Bikiw | HAiEcER .
RESH o SR S5 11398
A A
hbase . master . port 16000 16000 HMaster ARES48E 1% O
hbase . master . info . port 16010 16010 HMaster webUl 45 7E im A
com. sun.management . jmxremote. port | — 10101 HMaster jmx i 0
hbase .regionserver . port 16020 16020 regionserver ARSS48E i 0
i bUI 4 E i
hbase . regionserver . info . port 16030 16030 rélglonserver webUl 472 s
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- RS | HEEES Ep——-
H H

com. sun.management . jmxremote. port | — 10102 regionserver jmx i M
hbase . zookeeper . peerport 2888 2888 zk fRSS#m O
hbase . zookeeper . leaderport 3888 3888 zk %2 leader ¥
hbase . zookeeper . property . clientPort 2181 2181 EIE zk client 3% H
hbase.rest . port 8080 8080 hbase rest server i
hbase . status . multicast . address . port 16100 16100 hbase % #&im A
Hive T im0

RESH B | B BT3B
hive.server?2 . thrift . port 10000 | 10000 P;igvzi.ns:rr;/e;iétrg:sifptor‘jt%gode =
hive. server2 . webui . port 10002 | 10002 hs2 webUl i A
hive. server2 . thrift. http . port 10001 | 10003 P;;v:&sper;\/:r; .ﬂt-‘rrai?tsp;%tljmode =
com. sun . management . jmxremote. port | — 9097 hs2 jmx A
hive. llap .management .rpc . port 15004 | 15004 LLAP BI8 rpc i H
hive. llap.daemon. yarn. shuffle. port 15551 | 15551 LLAP yarn shuffle %0
hive. llap .daemon. web . port 15002 | 15002 LLAP webUl i H
hive. llap.daemon . output . service.port | 15003 | 15003 LLAP output fRSSiw A
hive . zookeeper . client . port 2181 2181 EIE zk client 3% H
hive . metastore . port 9083 | 9083 metastore RPC £fEim 1
com. sun . management . jmxremote. port | — 9093 metastore jmx i A
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Kafka & PG O

RS | HWEER S
RESH e JHC B %O
3
com. sun . management . jmxremote. port | — 8096 kafka broker jmx i H
zookeeper . connect 2181 2181 EFE 7k client ¥ 0
kafka SASL_PLAINTEXT i#
listeners(SASL_PLAINTEXT) 9092 9092 Da @ e
listeners(PLAINTEXT) 9091 9091 kafka PLAINTEXT i H
Spark H A 1
RESH BRIASH | HpEEERO 3w A5 ER
spark . yarn . historyServer . address | — 18081 spark history webUl i A
spark . shuffle . service . port 7337 7337 spark shuffle M
spark . ui . port 4040 4040 N F§ dashboard Ul i A
ZooKeeper & P A
EESE RINSH LA E R H AR
k admi %
admin . serverPort 8080 8080 fm admin 855
7 H
JERE Zk client iff
clientPort 2181 2181 Hik ok client 3
|
com. sun. management . jmxremote .port | 2182 2182 zk jmx imHE
zk BRSImA %
server. X 2888.:3888,2181 | 2888.3888,2181 | Z& |eader i ,
client 35 M,
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Kerberos & FHim
EESH | RiAmO | HelkEERD 35 A5 A
kdc_ports 88 88 kde i H
iprop_port 744 744 iprop i
kpasswd 464 464 kpasswd i A
admin_server | 749 749 kerberos admin server i
Trino ‘& FHim O

RESH | BARO | ¥YekcExO s OixHA

erver.http.port | — 9808 trino http % H
OpenLDAP 3 Fi% O
EESH | RiARO | HEIEERD AR
provide 389 389 Idap TLS connections M
provide 636 636 Idap legacy SSL connections i H

Doris & FHix O

RESE giAiwO R B A AWl FHO3EA

BE £ thrift
server YR O
5. AFEBCE
B FE B9IEK.

be_port 9060 9060 -

BE _EAY brpc
brpc_port 8060 8060 - fim A, BT BE
Z [El@,

edit_log_port 9010 9010 - bdbje it H
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EESE

NN

METECE ¥ O

5 OEH

¥ O AR

heartbeat_service
_port

9050

9050

BE /O BkARSS
imE (thrift)
BTElckBs
FE AOOBE.

http_port

8030

8030

8035

FEhttp 30, ¥
BIFFE FE http
ity 1 #Pb AE
B, 4=IREH
AL T 8035,

https_port

8050

FE https ¥,
HRITE FE
https iy A &R
MR,

query_port

9030

9030

Doris FE 18@id
mysql TLETE
im0

rpc_port

9020

9020

FE Thrift Server
Y3 H

single_replica_lo
ad_brpc_port

9070

BRIAEBIESAN
IHEEH , Master
B4 Slave &l
Az EBIEH
RPC % 0 . Master
87K flush 5ERX,
Z JE1813 RPC 18
%01 Slave A [
SHEIR,

L% Slave &l
B EIREME
Wit RPC AN
Master BlA, Z&
G BRI AL
SINOE
Master BlZAF
Slave BlZA&Z j8]
BEFEE T IH
SZRY BRPC %4 f2
M DUBERSA
FHEBRAREIA
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RESH NN METECE ¥ O 5 OB

¥ O AR

Z B EARR
B EHSAEBIED
EMEEEFH
LRERR.

single_replica_lo
ad_download_por | 8050 -
1

BREIAEFESAN
IgEH, Slave &l
3BT HTTP M
Master BlZA T2
IR SR

A. RZEHEE
AEESNLE
H Slave ElZAM

Master

BIAR T EEIE
FEFERET SRS Y
HTTP Zf2th, IX
BESAHFHER
KBt Slave &2~
TEEIEX L
dT B AL http 1155
MR RIR.

webserver_port 8040 8045

8045

BE LAY http
server FPIRE i
A

Elasticsearch & FHim O

EESE BiAwA | HEEEERD

¥ O EA

com. sun.management . jmxremote. port | —

9400

es jmx imH

http . port -

9200

es http M

transport . port -

9300

es transport i

Kyuubi & Fim B

RESHK LS

e B
¥ 0

¥ O EA




D

XRG

RiNS | HEkEE w s
C i AR
RESH %% o ¥ A5 BR
kyuubi . frontend . bind . port 10009 — kyuubi fe % 1
kyuubi . frontend . mysql . bind . port 3309 - kyuubi fe mysql #fE % H
kyuubi . frontend.rest . bind . port 10099 - kyuubi fe rest ZBE im0
kyuubi . frontend . thrift . binary . bind . port | 10009 — kyuubi thrift fe ZfEix M
kyuubi FEFEL Prometh
kyuubi . metrics . prometheus . port 10019 — yuu'| R 'jm rometheus
metrics http ¥ H
Ranger % im0
3 A YRECEiR s e s
RESH e gt BI08
# =
ranger . usersync . port 5151 - ranger usersync ARSSim A
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TEE.

AT XAEAMEERE, WARETED
BOJEE. IRSFEHFRERRELIIRN, BEERAFMNEEEE-
RET®WE. #

BTENBXITR,
e BREY, ~EBNBHR & XU
. - PRERME ], TR APLE BT
active_namenode 5 format HJE.
Cdo. rmaster = TREFIY 2T, kerberos [
- master 55, T 8% keytab 304,
TR 2, 4 dap 11
|dapGuestPassword F guest Fij RS, ILALRR REEEEH
HDFS P, RBRAIE P
\dap_uri o FRE A AN G, BCE 1dap Ay
Feddk,
dfs_clusterld N TEE T, ns FERIALE.
pipeline_job_retry_times s Tk e E k.
job_retry_based_on_pipeline_types [{§ H Zh B ik 28,
YARN TG - H 5 HDFS jz 4y i
7 TR I H ﬁﬂﬁ kerberos [ realm
kerberosRealm FIEISH
o TR 2, kerberos [
kdc_master master T3 5, H T B8 keytab SCH,
N WEAT AT, RO & MHY
zk_super_user H M.
ZooKeeper P TE Y SR, EE SR
zk_super_user_passwd SR
component_user 7 A,
- FRE I, FREEidad ansbile Bl
datalogDir H H3%k.
P HRERE ], FRE5E T ansbile )7
dataDir H H%.
- T T, HCE kerberos f) realm
kerberosRealm H FIEISH
- FREIIGE, $57E master AL, K
kdc_master H AT master 15 S HYHRAE,
Corberos = TRERET, 55 slave Ty il $AT
kdc_slave slave 5 S I HEAE.
o TE B, FLE kerberos (A4
kerberos_database_passwd SRS,
- T T, BB kerberos A4 admin
kerberos_admin_user H .
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o PRE B T, BLHE kerberos [ admin
kerberos_admin_passwd T,

o FRENHH, 5% master T AL, A
Idap_master_hostname 17 master 5 S HHRAE,

- TRERET, 55 slave Ty ii, $AT
|dap_slave_hostname H slave 7 SRR,
olcRootDN 7 BB, IRSFHCE .
olcSuffix i FRE I, IRSTICE.

OpenLDAP IdapAdminPwd 5 TEBHFER, admin F FRED.,
|dapGuestPwd 5 TEHFEF, guest I I,
|dap_uri 7 FREEET, Idap MR
|dapBaseUgDN 5 TERE A, MRS
pipeline_job_retry_times = KR E KA.
job_retry_based_on_pipeline_types |#& H sl S ik 26262,

- HRE YA, kerberos 1)
kdc_master = master 55, T 8% keytab 304,

HBase pipeline_job_retry_times = KR E KA.
job_retry_based_on_pipeline_types [{§ H 3h B ik &AL,

- T ], kerberos H{ master 717
kdc_master H M, AT keytab S,

Spark Idap_master 5 FREEHH, 1dap B master F5 A,
event_log_dir Ea HRE I, 3 ansible ) H 5%,
spark_home 5 B ], 38 ansible 172 H 5%,

o TREBHE A, kerberos [ master ¥
kdc_master M, T keytab SCF.

Hive Idap_master 5 T HE I, 1dap fY master 7 5.,

o TRE A, hive 5 1A ECHE 2%
database_pass i, FEAPFEHS,

o TR 2, kerberos [
kdc_master master 55, T 817 keytab 304,
kerberos_realm N kerberos [{] realm {5 ..

Kafka (\E Fﬁ%ﬁﬁﬂﬂ, 3 38 A B S

i HE kA H SR) FRE A2
log_dirs i/, i ansible 178 H 5%,
pipeline_job_retry_times vt Tk E KA.
job_retry_based_on_pipeline_types [{§ H 3 B ik &AL,
Cdo. master = T ], kerberos H{ master 77

- &, T2 keytab SUHF,
|dap_master EN HREHIEH, Idap E’J master 7 1.
kyuubi_log_dir 4 Ho. RGN, JGiL ansible €
) .

o . . » F3%. W, i ansible 01

kyuubi_event_log_dir ey

.
kyuubi_work_dir i g% MR, B ansible €]
admin_user 7 EBRIIEE
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db_name

user_group 7 EERIIEER
pipeline_job_retry_times vt KR E KA.
job_retry_based_on_pipeline_types [{§ EE5IERTNORTV € TR
<o master = T T, kerberos HY master 77
&, TR keytab SCIF,
|dap_master 5 HERE I, Idap 1) master 7 4.
logDir o Hik. #EmEA, #id ansible
Flink .
HistoryServerDir 4 }i% AT, Sl ansible €]
pipeline_job_retry_times vt Tk e E kL.
job_retry_based_on_pipeline_types |{} H sl S ik 26262,
TREREH, fRE U A, AT
CERT_NODE o ST B 3
Elasticsearch [ES_DATA_DIRS & g% FRBHIGE, L ansible €]
ES_DEFAULT_PASSWORD 5 ?g%ﬁjﬁm - ARIATE,  BEPLE
TRE Y ZNE I, 58 leader 7
FE_DEFAULT_LEADER_HOSTNAME |15 B TE AT leader TR B0
HRE B BEALAE Y Doris 412 root
T = 1% A
FE_DEFAULT_PASSWORD e %g#g&g?%ggg%ﬁ%’
S ZILEEass
Doris FE_HTTP_PORT i 453 11, AR BT
FE_QUERY_PORT B W45 1, ANHEREIB L.
FE_EDIT_LOG_PORT i MR 45 o 1, RIS .
BE_STORAGE_ROOT_PATH 7 M55m0, ARIERFB L.
BE_HEARTBEAT_SERVICE_PORT [ R 45 s 1, RHEEZ R
BROKER_IPC_PORT B R 45 s 1, RHEEZ R
datadir o H % FREAY A, Ead
ansible B 2.
kerberos_realm N kerberos [{] realm {5 ..
cdo. master o TRE B, kerberos [ master T¥
M, TR keytab SCIF,
|dap_master 5 T HE I, 1dap fY master F7 5.,
. TREFY AR, e E A
Trino  |coordinator B e T 4 R SR
ui_user EN ui I .
ui_password 5 ui SRS, ERE I REALAE .
server_user £ server .
server_password 5 server [H5%5 RS, T35 I FEHLAE .
pipeline_job_retry_times vt Tk e E kgL,
job_retry_based_on_pipeline_types [{& EESIERTNORTV € TR
db_host i SNEEREE R, RENPIEE,
Ranger e

ShEREREGE, RS,
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db_user 7 SREBIREGR, WEAFHES,
db_password 7 SPEBIREGR, WEHFHE,
N N BT, ranger (1 041 B A0
_root_user ih e A
H/Cho
db_root_password 4 AT, ranger (/TGS Hcts
T FEER.
ranger_password 7 ranger admin il FTTY,
7] - o f5R
SYNC_LDAP_BIND_PASSWORD  [#§ ES% I, ranger Pl Idap (9%
SYNC_SOURCE i MRA I3, Idap.
kerberos_realm 5 kerberos [{] realm {5 ..
\do.master o PRE# T, kerberos H{ master ¥
—maste M, TR keytab S
SYNC_LDAP_URL 7 Idap HXAFE.
POLICY_MGR_URL 5 ranger admin url {5 8.
s kAT DBA, BRIA true, 3%
separate_dba_mode & 71N EAR B2 ranger i YA
PEFUR P, HRAL, AHERRB L.
pipeline_job_retry_times = KR E KA.
job_retry_based_on_pipeline_types [{§ ER5IERTNORTV € T iR
¢ » - UREBHE T, kerberos [¥) master T
nox e-master 3 £, T RIE keytab SCPE,
| oastash pipeline_job_retry_times s Tk e E k.
g job_retry_based_on_pipeline_types [{§ H 3 B ik &AL,
Ho 2 b kerb { ter 7
JeekeFS kdc_master 5 f%%{:‘%g@ ke;yfggsgq:mas o
e masier - UREBHME T, kerberos [) master ¥
el B i A TR keytab SCHE.
afka
S e ;
IdapGuestPassword EN ;Eﬁﬁ_fﬁﬁﬁ’ Openidap 1] guest i/
3 il
S e P
PUSHGATEWAY_PASSWORD 7 g%ﬁﬂﬁq » Pushgateway Ji57 1107
Pushgateway >
PUSHGATEWY _USERNAME 7 )ﬁﬁﬁﬁﬁﬂ% , Pushgateway it 37110/
Tesl pipeline_job_retry_times vt Ti/KER job e K E IR EL
ez
job_retry_based_on_pipeline_types |[{§ TR IRK 22
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1. BXE M BEEHS.

2. BEHFROER BEHEENERER, #HNERERTE.

3. B#H“E MR Manager'tab, B BI1EE MR Manager”,

4. HNFIE MR Manager Uf5, BHFERFHRS HEANEHRSIIRNE.
. RIFIEEEMRS . BEEHRSEMENEHRSFENE.

6. BEHIEEIE b,

7. BHERES, AN ERITUE.

8. MRIBEHBBHEFNETR, EFEIN. BHEATARTFIRARNT. MEFR.

AMIBELEELE EHESEE / REWE / FNcEE

IS A P E aHne ERE

NETE=2Y
HE
=

1. AR &8, RARRE . BXFINE. REVEEN, EEABHRIRIAERT .
2. PATRA: BAENN, FEEAFESANIY, KEELARRAMEEHNBRERT]

8
3. MAEHNA: BEXN, FREFSMENIY, REAZRTUEEXERESHMEE
HBFRER.

4.6.4 BEEGMBHFE

RIETR
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BESE

1. ZFE MR EEEH S,

2. BIrEMER. BOiEENRERR. EAKEEEH.

3. BE#H“E MR Manager'tab, B d“BI{FE MR Manager”,

4. HANF|E MR Manager WG, BHFELERHRS HAKERSYIFRIA.

b. WIFIEERERS . BORERSBRANKHRSFHEINE.

6. BEHEEEE b,

7. BERESENKESR, RAABAZIEREARRLE, BN FE ER.

B EE R, NEPTR:

KEIECHEEFS < Hive @
= SRR Rl EEEE EERE SRR
SR - —

fRSEE AP B [ bigdata-vm-1733214376-w... D

SEHIRSS v = bigdata-vm-173
= hive-site.xml E I

» [J bigdata-vm-1... [ B @

ARS5ER e
v = default(4)
I3y —7-=-v'4
BESEE Y hive-env.sh
EHEERE v < hive-log4j2.properties
hive-site.xml
*krb5.conf
BT E
ABEWETE HiSKHE / RENE / REEGHS
< REEFN
ARER | sxme
e wos
- 1 5% (1)
uv!: ! Nz "» sEne

bigdata-vm-1733214376-wBnox-0002 192168049 HiveServer2

4.6.4 MBRECES

B
AT AR RN EE,

R&Ix

28 =4

datanucleus.connectionPool.max
PoolSize

javax.jdo.option.ConnectionURL i

javax.jdo.option.ConnectionUser
Name

0T

HiveClient HENLAHBC/ 5773268

HA
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BB &G
BB THIECE SUEEED A 0 A REMIBR.

BRIEPR

1. BXEM BEEHS.

2. BEHFHER BEEENERER, #HANERERTE.

3. B#"# MR Manager'tab, B "BI1EE MR Manager’,

4. HNFIE MR Manager Uf5, BHFERFHRS HEANEHRSIIRNE.
. MFIBEERRS, BHEHRSEMANERRSIFEI@.

6. B HEEIE tab,

7. EEEMROEEL. RIMSAIIREARRLE. BHAEWA MR EIR, B
HIBRFHINRAE.

iRIAMFRECE AHtest?

8. BirfE R MRIZEEESA.

4.6.4 HEMEIFE

RIETR
AR NEER  RENEREE.

BRIEPR

1. BXEM BZEERFE.
2. BHEMER BHEENERER, #AKRHEEIE.
3. EBEFH“E MR Manager'tab, FEH BI1FE MR Manager”,

4. HANF|E MR Manager WG, BHFEL KRS HAKERSYIFRIA.



=23
Q KRS
5 IEEEERRS B ERRS SRR T,

6. BHHEEE tab,
7. BHEEE, BEESEFBORESR. NTHANRTZEENFAFEE. W

BIFfr 7 -
KRR EETE EEES /| RS
BR < Hive J = .
i HEAS  BEXH  EEEE SEHE MEAR
SRHRSS
E4L BERE A% BB default/ hive-sitexml DR LT @i e e
= ¥ B bigdata-vm-173321
wPSER 0 Y hivess
HRSER
B SHE
i L
—
ST
EX

AEE MR Manager 113035 4 T NAIFTIEERCE . ©FEFE. EERRRER. HZHME
HEE. ERHEMALE.

TR R

®RIEHR
EBAFHMEHRNRE ARERETTESHATRN, AP RHRSTE— 52
MIEE .

BRIESR
1. BRE M ZEEZHS.
2. BEHBMER . BREEENERER. #EAKHERTE.
3. HE#"E MR Manager'tab, B BT{¥E MR Manager”.,
4. HNF|IE MR Manager UfF, BEHEREERRS, HEAEHRSIIRNE.
5. MIFIEEEMRS . BEEHRSBMENEHRSIFENE.
6. B EEEE b,
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7. EFEFEREMNNEES. RESAZEEARNRLE, BdA M g

E'EtR, WEAMAFIEEE. MEMT:

ABEEEETE RS | SRR
B < Hive [E#
R . - s .
RS sl=Exl REEE EHEHE REAR
RS
. HERE @5 O R
+ B> bigdata-vm-173321 EESE dient

BRSHR v hive-site.xml
nstw » [ bigdata-vm-173321 AR @ i EREBURR
E— ~ B defaulti4)

hive-envsh e

hive-log4j2.properties

FEEXHEE | AN

hive-sitexml

“kebsS.

TR @ text yaml i
EHTRE
v B2 default(1) -
RS
Hive varsyar
sroen
Lihd RERE
~ B client(2) &

hive-envsh

hive-site.xml

8. EFIMES AR, BARERR.
BENBRERNNEREIL.

HERBEHES

EHRMbERE

LB g1

L EEXMHER. WA

XAER A text B, XEEHANEERNRRT, WEFT:

X @ text yaml xml
BRA5 M AR
EERE

1

N TVIE text, 9 yaml. xml 8{F& properties B, F

EEEMNAE, BRED, WEAMR:

DRERTRR . R
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S text @ yaml xml properties
Izl R © EETR

ECEMMA R

EEIR EREIRSHR EE(E [tie 1BiE

} RE BE

+i0

9. BiRfF TARECENE.

(Dt
1. BBER. (CHFRmAE. HE. —. ", BREEMEEAL,
2. XHREER. NEIEATEX. Hd. - BERBRFIAEAZES,

3. FMBREXMR, RAAIEFERENE, BEEREXMHN, BREETHITR<. BT
RAGEFEX MR, ERREXMN . BERTERXAX M,

4. EEEHNA . EENVAESRGHPIRN—HEENN, TETHAEERNA, RE
SRR ENX M. AFMBEEEXMN, ERXRENNASE. RZEEMNAT, FRAE
DEED. UHRENANCETNNEEENRE . SBRERINFHEETL.

2. EEHERIKE

®RIEHR
HEEARERIR O ERRSILLE.

BRIESR
1. BFREM EEREE
2. BEHBMER . REEENERER, #EAKHERTE
3. BAF“3 MR Manager'tab, B BI{EE MR Manager”,
4. HNFBIE MR Manager UfF, BEEREERRS, HEAEHRSIIRNE.
5. MIFIEEEMRS . BEEHRSEMENEHRSIFENE.
6. BEHEEEE b,
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EEREIEEENNEES REPAIREESR L, BEAWA FEE
% Etr. TTEANAFEEE.

8. EFEFET I I ERIRIKE . R

gRE

EESE default

migs i @ ECEMEARIAE HEHMENES SHHEMERE
RE&EIR

9. EIFACEBR.
10. B RT7 ERECEHE.

7R3 HEHMRHEE

ﬁ?ﬁ%?
HARERS SHUSHNEETERBEE TERAFHMOEHRRSNEE.

BRIESR
1. BRE M BEEEFA
2. BEBNERH . RHIEENEHER. EAKHERTA
3. H#H“B MR Manager'tab, H BT1EE MR Manager”,
4. HNEIE MR Manager DUE, BHg R#RE". #AEHRESIIRIE,
5. MFIEEEHRS, BHEHRSERHNEHRSIHEIA.
6. BHHEEIE tab,

7. EFEFEEENNERER, RITBAZIREASRE, BEAMANHEELE
Btr. TTEAMNAFEECE.

8. MERFEAR N RS HMEREE . MEFT.

RiF
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RS

EEESHE client
igsR E ECBRARIREN © HEEfEHRE SHEfthERE

SREE AR jyniazd

9. EEFBHZMEHNLE.
10. B RT7 SERECEHE.

()8R

1. SHMEBRASTHRE TREXHEHFISE «#HTiRa.

2. SHMENATHRE EEE—NEHRS THORBENE, AR BNENRS
HEEthSEHHTER.

FR 4. EFEMEARS

RIET=
HPEREAHMACFE. THEEFE. JUERNHMARHE HE4E.

BRIESR
1. BREM ZEEZHS.
2. BERHER BRHIEENERENR, #EAKREETH.
3. B#H“E MR Manager'tab, B BI1EE MR Manager”,
4. HNFIE MR Manager Uf5, BHFEREHRS HEANEHRSIIRNE.
. MIFIEEFEMRS . BEEHRSEMENEHRSFENE.
6. B EEEE b,

7. EFEFREENNERER, RITBAZIEREASMRLE, BEAMAHELE
Eir, WEANAFEEE.

8. HEFEHNN EHEMARE . MEFT.
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ERESE default

MEA=R iz BB EARIRER HEHEHEE @ EHIEMARE
Hitt BB

w7

9. ERBREHNEEENLE.
10. B RT7 ERECEHE.

@Y
HEHINBEEXHTEY, NESERRSHNES, T2THEm.

4.6.4 YREELE

RIETR
TR E XTI

RIESR

1. BXE M BEEHS.

2. BERNER BRHIEENSERENR, #EAKREEH.

3. HB#"E MR Manager'tab, B BT{F¥E MR Manager”,

4. HNFIE MR Manager Uf5, BHFERFHRS . EAEHRSIIRNE.
. MIFIEEFEMRS . BEEHRSEMENEHRSFENE.

6. B HEEIE tab,
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7. BEEH fEEEANRERT.
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bigdata-vm-1733214376-w... Dk

| EEFI=

LTE

@il

NEAMRTZEENFAES. MEER

sttt EERLEA

+ FINERETR

e RFLE [

ISR PR AR Xtk

JDBC DBCEEFHFE Xkt REEIAE

FTFMetaStoreSiBERIA,E

REFER

8. EEMEENHMEMAT, BHEMaRE RITFEL .

A

N —

. REIREE  BRERENTELEE. AR EHFRBESIEM LB RFR AR SER.
client 24ATECE. default DA T Y vars.yaml EREMEE, TR ERY . BREASHH
FRR, WABFERITESRE.

3. MFRASHE, RRHFPHAXCHRASREXHINE.

¢ HFREXHIRSRTHT, XHENRENAAHREI, RS EBAT.

5. RAGANXNE. BRRALIREXHARSY, RESHIRTLT 1.

6. RARHNRETNS. BRELLREXHARS N RESHARFNERNRER

. FrER AR BT ARERIRMEARIR.

4.6.4 ECETRTLL

RIETR

AP UEER &K MAREENARERREEATNE.

BRIEDER

1. BFE VR EERS S,

2. BHBOKE EHECNERER, #AKEHEETE.
3. BE#H“E MR Manager'tab, BEd“Bi{FE MR Manager”,

4. HENEIE MR Manager JE, BH3cs KH#RS . #ANKFRSIIRTE.



& w0z

EIFIEEREIRS . BOEHRSBRHANRERSFELE.
6. BHHEEE tab,
7. BEEEA, BHEREXMHER. mIEANRTZEENFERESR.

8. EFENILMEEN BHZEEMARAMN EETY LR, HIEEM
XTLLSHAE. MNEIP7R

default / hive-sitexml D& LTE @iz PasExdty BEREMA
=
| mEsI= ERARBER Q
su @ Wit AL e
o daanudevscomectionfoolm o0 z B R T SR SR
Jjavax jdo.option.Connec tionURL idbc:mysql://192.168.0.123:13049/test_doris_hi Databa JDBC DBCEEF ot REROAE

, Javaxjdo.option.ConnectionUs

erName root T MetaStore#iERFAIRFE e SR RERAME

v BReE

BCELXILL

[i=nvalis hive-site.xml

ECEIRER datanucleus.connectionPool.maxPoolSize

s

bigdata-vm-1733214376-w8nxx-0001
bigdata-vm-1733214376-w8nxx-0002
client

20

default

200

9. ECETINLLEIES, BENRENEAT, FER—EEINN, IFEXETIE
FHEEERTSHRIE., WE AT, default, client DA TNEI—EEIMAFHEERE,
IFRFYEREAENENME R ENERE, #ITEHIERERTERE.
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BeEIIEL

ECEXME  core-sitexml

BECEINEIR io.compression.codec.lzo.class

BCELE 1EMENME

default
client

com.hadoop.compression.lzo.L.zoCodec
35/500 y

BeEIILL

ECEf4  core-site.xml

EBINEZFR io.compression.codec.Izo.class

B ETE R GE

default

com.hadoop.compression.|lzo.L.zoCodec
35/5004

client

com.hadoop.compression.lzo.LzoCodec
35/500 p
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4.6.4 BEXHHK
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4. HNEIE MR Manager WG, BHFEEEHRS . #HNEHRSIIRIA.
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4 value true< /value

5 description &7 ffhiveserver2ffif335i- description
6 property

7 property

8 name-hive.exec.stagingdir< name

9 value-.hive-staging value
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property property
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*krbS.conf
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LET VS ERAT FEREEA
figuration figurat
property prop
e h er2.met bled h 2.met bled
lue t alu lue t 1
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4. FENEIE MR Manager Uf5, BHXR EHERE > REHL.
. FRBREENERHRS. BEXMH, AfEiEikd MUEELREXHHL.

B~
ABBEEEEPS EHSEE / EEHE

BRSER

EERSHR



Q =529 —
KR
@1
1. RELA NS WX,
2. HiSTEFARE SHIFTEH LRSS,

3. XIHBEBREXHAERANEENS . AXIFNEREZBINATNILE.

4. X BREEXMHHRIRANELDIFE,

4.6.8 GEEHE-HEEBEHE

RIEHR
FI AT B R R B SRR SRR

RIEPR

1. BFE M SEEHE.
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6. BEHEEBRERE, HIMEERSHE.

7. RETREHREIVIRINEIRE,
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Key Distribution Center (KDC)

: | Authentication Server

1.AS_REQ (AS) |
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\ Ticket Granting Server
4.TGS_REP___ (TGS)

\

‘ App Client

‘ App Server }

BRI B

* App Client: Y% i, BERRRRXES (SEFL) MNAERF.
* App Server: ARSI, BEENARFimE RN BERS.
* Key Distribution Center (KDC) . 1R{HtZ4IANFHIRRS .

-~ Database: fFfi# Principal £(#&.

~ Authentication Server (AS) . TANIERRSS®S. INMERFimSH. AHME il
TGS HZERBIFNEE (TGT)

-~ Ticket Granting Server (TGS) . ZEIFETFIRSRE. AMNAR FimihR N AR
SimPrEMRSERE (ST)

BRI A
RREA (App Client) THREBNENRS . BIANRES RFRA— RS
BR. BAERTMOE ARSI ES A L,
1. ASREQ. App Client FHEIESHEIRLE], BEM AS B 16T, ATRIN
TGS RS RIE.

2. AS_REP. AS #EWXZE| TGT IEK/G . RETHTHSEREMI LAY TGT, £/ App
Client F8ERI A ARV SARITINEWELHE.



=232
Q AR
3. TGS_REQ: App Client W] TGT MRHESS . RATIREL TGT, LA, FH App Client

(BEZRPC JEE) [ TGS IREV A RS imAY ST,

4. TGS_REP. TGS AU E ST iEKE. REHFH TGT &IE/E . ERITRZAY App Server
9 ST, FBEM App Server BIIGNIRIJE BT TINEANIE.

5. AP_REQ: App Client (%I ST IMRHEE . ¥ ST FTBE|LZ App Server FIJHEE
HEEL TR A App Server,

6. AP_REP. App Server il EiEK/E. £ App Server XN HIZZSAMEATEH A9 ST,
HREHINE, &ARIEKREERL.

< E

1. Kerberos INIERS B AL E Kerberos INEFIFREMXESE, TECE keytab BE1F,
Kerberos TATERY principal, Kerberos INIEPFE 2R FimECE krbb . conf 314,

2. J33% login() A1 A UserGrouplnformation BY 77 3Rk 31T Kerberos TAIE, A A% TGT Z3E.

3. 777% doSth()IBF hadoop FYIEAIFE) XX E G, WHJE/E RPC S BR1#E® TGT %X
Kerberos TAIE, 4ERY ST Z4E.

BEAHZ
o EIEIEANENE (Ticket—Granting Ticket, TGT) . HHAS & pf, IRIELBNAEFS TGS &
SINERERE, ZEROBIABRERS 24 /M, 24 /M EZERENITIE.

* BRSZFHE (Server Ticket, ST) . H TGS &AM, RIFEABNAEFSNARFELILESR
W, ZEERMEER.

« PS4 (Principal) - ATFHRRAFPHERS . BX—MA<BPREIRETE>/<E
&>, 540 hdfs/host1, user/host2,

Bl

X HDFS 415, BiiR: HDFS &EEEE 2K FF 2 Kerberos TAIUE,

13T UserGrouplnformation

package bigdata.hdfs.examples;

import java.io.lOException;

import org.apache.hadoop.conf.Configuration;

import org.apache.hadoop.fs.FileStatus; import org.apache.hadoop.fs.FileSyste
m;

import org.apache.hadoop.fs.Path;
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import org.apache.hadoop.security.UserGrouplnformation;
public class KerberosTest {

private FileSystem fs;

private Configuration conf;

/%%

* initialize Configuration

*/

private void initConf() {

conf = new Configuration();

//add configuration files

//PATH_TO_HDFS_SITE_XML 2 hdfs-site.xml f9E&1Z
//PATH_TO_CORE_SITE_XML £ core-site.xml fJi&12
conf.addResource(new Path(PATH_TO_HDFS_SITE_XML));
conf.addResource(new Path(PATH_TO_CORE_SITE_XML));

}

/**
* login Kerberos to get TGT, if the cluster is in security mode

* @throws IOException if login is failed

*/

private void login() throws IOException {

// not security mode, just return
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if (I "kerberos".equalslgnoreCase(conf.get("hadoop.security.authentication"))) {

return;

}

//security mode
//PATH_TO_KRB5_CONF £ krb5.conf f4g&{Z

System.setProperty("java.security.krb5.conf", PATH_TO_KRB5_CONF);

UserGrouplnformation.setConfiguration(conf);

//PATH_TO_KEYTAB 1 keytab FJE&1F

//PRNCIPAL_NAME 2 pincipal Z#R

UserGrouplnformation.loginUserFromKeytab(PRNCIPAL_NAME, PATH_TO_KEYT
AB);

}

/**
* initialize FileSystem, and get ST from Kerberos

* @throws IOException

*/

private void initFileSystem() throws IOException {
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fs = FileSystem.get(conf);

}

/**
* An example to access the HDFS

* @throws IOException

*/

private void doSth() throws IOException {

Path path = new Path("/tmp");

FileStatus fStatus = fs.getFileStatus(path);
System.out.printin("Status of " + path + " is " + fStatus);
//other thing

}

public static void main(String[] args) throws Exception {
KerberosTest test = new KerberosTest();

test.initConf();

test.login();

test.initFileSystem();

test.doSth();

}
}
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i kinit 5%, {7 hadoop i<
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1.

2.

Doris: Doris FrfE T RBECEHRSE. Doris FE BIUFER T R—FHTF.

Elasticsearch: —7 Elasticsearch &, NEFEEIN AL 64G, Elasticsearch FFE T
REEARET, Elasticsearch K AMREDH RERRENFE, —REARFFa
& EFEEREH. MRBFIMZE, T RUER jvm. options XXHECE —Xms30g.
—Xmx30g 8. FEREE.

. HBase: HBase FRE T mBECEFH ARG, BREWNMT .

- hbase—site.xml : hbase.regionserver . handler.count B . —H&RER CPU #Z%x48[E.

~ hbase—env.sh: export HBASE_MASTER_OPTS . "—Xmsg —Xmxg" B8 : master
NEFERZAT. —RECARNRINHE DB 2786 £4.

- hbase—env.sh: export HBASE_REGIONSERVER_OPTS: "—Xmsg —Xmxg " $iBH .
regionserver T EREZNTF, —MEENFRIN—FHNES.

. HDFS. HDFS FrE T RECETHR/E. T IUARYE hadoop—env.sh ZHEEHTT. B

TIEERSNREANBERSAOMEE. —Xmx20g —Xms20g —Xmndg, KfE
EERSS . NameNode IS, Bk, $IEHRZF 112, BE 50G.

. Hive: Hive FRET RBCEFHRE. o DUBIT hive—env.sh T—SHELEKH#HTT. 1

o UAEEWVIR R ER NS EEEE Rt T, BIRABRSHIAFTRNBERS
RYMEBE. #A-Xmx20g —Xms20g —Xmndg, REERRS. RFANT AR
A BAFME, BUYBEASRERN 10%, EERREEERKIFE.

. Kafka: Kafka FFET REEBHRE, BNEENT .

- katka—env.sh iR & jvm BB S%. A jvm AR/, BILIEESE . export
KAFKA_HEAP_OPTS="—Xmx20G —Xms20G —Xmn4g"i@ B K /\,

- server . properties X I ENAIECE TN -
num.io. threads: B EHMAALIEE, BIACE A CPUZEAY 50%;

num.replica. fetchers . & EI AN BN FEEL, BIUBCE A CPU A% £ 50%
a9 1/3;

num . network . threads . EEUREHZELIEE. BIBLE A CPUZEAY
BO%AY 2/3;

replica. fetch. max.bytes: BIAREREIBENK/N. RFBIN, TRUE

HINKIZ{E

socket . send . buffer .bytes: IH%E socket KIXRIEIEE., NEFEEM, T
PUE S INRIZIE

socket . receive . buffer .bytes: % socke IEZMEIEE., AFEM, T
PUE S INRIZIE

socket .request .max .bytes: socket TFKAVEIEE. WFEMN, TTUE
LKA,
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Kerberos: EIWIRIFEIME, THIENECE.

Kibana: Kibana B2—METF NodedS B TT web K, —RIER T, XATF CPU 5
BRY, TENANTF. CPUEFRE.

Kyudbi: Kyuubi —fRIER T, XWATF CPU HBRD, TAMEHAE. CPUFEE.

. OpenLDAP. EIRIFERIAME, EHEHEE.
- Ranger: Ranger FTE P RECEHRG. EREANT .

- ranger—admin I8 1 [{installdir}/ews/ranger—admin—services.sh H T &
ranger_admin_max_heap_size FI{EIEH JIMX, JAVA_OPTS &2 Xmx. Xmn ZF
VM BE, —fZIRE 1-8g, 1K policy BIIRE X 1G, 1W policy BIIEE
A 8G,

~ ranger—usersync 18 13 /{installdir}/ranger—usersync—services.sh H & =
ranger_usersync_max_heap_size HJ{EI&E 2L JMX, JAVA_OPTS &2 Xmx Xmn
Z WM BSE, —HEE 1-8g, 1K policy BUIEE R 1G, 1W policy Bili&
&M 8G,

- Spark: Spark PRET RECETTR/G . BRBCGEWANT

~ spark . history . kerberos . principal F1 spark . history .kerberos . keytab 4§ spark i& 5
eventLog (R, AP BRATRBITEXN.

~ spark.yamn.historyServer . address=: BB history server FYHbIE, B P aNE 455k
BREITEX.

- spark.dynamicAllocation enabled #0  spark . dynamicAllocation. maxExecutors 43

AEFIRNSHESTTE T RERNRRAR, ARUERERBRETEN.

~ spark . executor.cores #1 spark . executor.memory #f{R spark . executor F§ & — >
core MECE| 2749 ATF, tER 49, RERBERME, RE core A memory

& &3\ executor B5) oom,

. Trino: Trino BYARE-B135E coordinator F1 worker, Trino FRED SEEEHHRE. TTIY

1RIE jvm.config SR BT, B IFAERSHNFRNAZRESH lﬁﬁ .
—Xmx128g —Xms128g, REERBRSE.

. YARN: YARN FRrET SEEHRE, TJURYE yarn—env.sh SHECE#H 1T, BT

TERSHAFER/NRIBERS MRS, 1—Xmx20g —Xms20g _an4g, =
FRRE. \M ATEFREVARFH CPU, FEEH NM T A yarn—site. xml
FHAY yarn . nodemanager . resource . memory—mb B8, 1ZEER TAFE EL IR Z O] H
A7F: AKX yarn.nodemanager . resource. cpu—vcores B91E ., Z{BEA THREEL &
% o] F EHL CPU 123K,

. ZooKeeper: ZooKeeper PRET RECEARSG. TBISEE java.env X, FEHAF

RPN export ZK_SERVER_HEAP=2048 ;X% BHIEIERIAZE MB)
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RIEAR

B2 E MapReduce &8F . FMEP RAMNERY B H RN, BATMAT RECESHREER
BAMEETINZ 1 5. MFEASREEE. FEAFABEEERTHEESLAZIR,
FRRETTEBEZ N TRER. 7. 1Z8EEMT 2.15.2~2.18.0 B MapReduce R

RIES TR
1. RAAMECEXH

HDFS

ERESXMF: hdfs—site.xml

<property>

<name>dfs.namenode.name.dir</name>
<value>/data01/hadoop/hdfs/namenode</value>
<description>namenode JEEWEAT i F </ description>

</property>

<property>

<name>dfs.datanode.data.dir</name>

<value>/data01/hdfs</value>

<description>i% # datanode 17 i fE AR A SCIF YA M #42 </ description>
</property>

<property>

<name>dfs.datanode.failed.volumes.tolerated</name>
<value>0</value>

<description>E 5 LR T R ARG VPG IS UCEL, O WIFIRAT 55 4 AR5 1E 55U
15 15 </description>

</property>

<property>

<name>dfs.journalnode.edits.dir</name>
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<value>/data01/hadoop/hdfs/journal</value>

<description>f#i# journalnode edit X414 H 5t </description>

</property>

YARN
FREE:  yarn-site.xml

<property>

<name>yarn.nodemanager.log-dirs</name>
<value>/data01/hadoop/yarn/log</value>

<description>Nodemanager 7R X #E H 77464 H 5%, i FHE S0, —BEsS
{nm_local-dirs}¥} i </description>

</property>

<property>

<name>yarn.nodemanager.local-dirs</name>
<value>/data01/hadoop/yarn/local</value>

<description>Nodemanager A5 #7704 H 5%, i 12553 fh</description>

</property>

FREE:  mapred-site.xml

<property>
<name>mapreduce.jobhistory.recovery.store.leveldb.path</name>
<value>/data01/hadoop/mapreduce/jhs</value>
<description>Jobhistory %% {5 B A7 i 4% </description>

</property>

Kafka

ERE {4 Kafka_vars.yaml

log_dirs=/data01/kafka/data

FRE S  server.properties

log.dirs=/data01/kafka/data
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2. JMEESECE S

WMRAAETERMBERT ZREEE. FREUMENEE,

a. THEFMEBIER. THaKEN, SURESBaEN. FHRMEFIER/datad! /datad2
/data03. .., BCREHE,

b. ENEE: EMAMEANER. FEAFRELRETEY. TN, FESEE. R
JFEREXNRS ., RENEELTT.

c. EARVSFLNEZR. BRREAFAERENSLE, FaTEZNeIESS, e
BUBL IS R YRR .

d. EBRS: EE. VISKLHNEXEERZE FREEREXRS . ILRELN. BEE
BEMNNEHITRSNER.

REAIESET 2 BREERE . o] DURIE TE AT T A RIBCE XU FFEXS Rz A% £
B MAIE . .

HDFS

BCESf4: hdfs—site.xml
FIMPEEIR:
® DataNode {FFAMEIEL: dfs.datanode.data.dir ] fs.datanode.failed.volumes.tolerated .
®  dfs.datanode.data.dir EEERHENNE, FEERSS;HE, W2 REMNEEK
/data01/hdfs;/data02/hdfs ; 3 k%, NIEE FY/data01/hdfs;/data02/hdfs;/data03/hdfs .
®  dfs.datanode.failed.volumes.tolerated 1B < HIEE L,
LR N =1 BF, M dfs.datanode.failed.volumes.tolerated = O

RS =2 i}, dfs.datanode.failed.volumes.tolerated AILABEE R O SRE 1 .

1) BUEE

7E Manager T, 5EfIRS —> HOFS 5Bf —> FMEEIE, #ZF defualt HHTH
hdfs—site.xml X1 IEREEI dfs.datanode . data.dir

dfs. datanode . failed . volumes . tolerated, ¥% FHEIRIECB H1TIEH.
BREREFEEXH, AERTERERY.
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= [ ] .

<property>

<name>dfs.datanode.data.dir</name>

<value>/data01/hdfs;/data02/hdfs</value>

<description>i% & datanode 7 s A AR SCIE AR Hb 4 </ description>

</property>

<property>

<name>dfs.datanode.failed.volumes.tolerated</name>

<value>1</value>

<description>HeiE 5% 1B 19 S EL BEIR 55 AL VP A0 Hh R UL, O WIFIRAT 55 45 A R 245 1 L it
4 1t </ description>

</property>

2) BIEBFVSELNER

# &R HDFS-DataNode [l 4

# Bl H S, IHBEUAUR

sudo mkdir —-p /data02/hdfs

sudo chown hdfs:hadoop /data02/hdfs

sudo chmod 700 /data02/hdfs

3) EBARE
7 Manager TUH, HARSEIE, %#F HDOFS &£8f, DataNode, EJE DataNode AR%.
BEEENNEHETRSNER.

Bk



YARN
FREE:  yarn-site.xml

FIMABECEIR :
° NodeManager {ERBIEIER: yarn.nodemanager.log-dirs 1 yarn.nodemanager.local-Dirs,
® FEEMREENNE, B 2 MEIELE, yarn.nodemanager.log-dirs BLE K

/data01/hadoop/yarn/log;/data02/hadoop/yarn/log .

1) BHEE
7f Manager U . H£&#RS —> BEEIE. B yarn—site.xml X, R EAREEH.

2) QIBEFMELHEF

# BFHH YARN-NodeManager fIHL#

# A HSR, IHEBUER

sudo mkdir —-p /data02/hadoop/yarn/log

sudo mkdir —p /data02/hadoop/yarn/local

sudo chown yarn:hadoop /data02/hadoop/yarn/log
sudo chown yarn:hadoop /data02/hadoop/yarn/local
sudo chmod 755 /data02/hadoop/yarn/log

sudo chmod 755 /data02/hadoop/yarn/local

3) ERARS
£ Manager TUE , HARSEIE, %+F YARN ££8f NodeManager, = /3 NodeManager fR%S .
BEFESENNEHITRSNER.
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Kafka

EREXH: Kafka_vars.yaml

BB EIR:

® log_dirs , BCEMMERI N, WNE 2 BREUER, log_dirs BEBEMK

/data01/kafka/data;/data02/kafka/data,

EeEX {4 server.properties

I BIBECE TN :

® logdirs , BCERBBANE, B 2 REIER, log.dirs FLERK
/data01/kafka/data;/data02/kafka/data

log.dirs=/data01/kafka/data;/data02/kafka/data

1) ENEE
7 Manager T, EFRGS—SEEEIE, 185X Kafka_vars.yaml F server.properties ({4,
%2 FIREEESL,

2) BIRERYIFLEANER

# BF4; Kafka—BrokerServer [IHLe%
# Bl EHSE, JHEURUR
sudo mkdir —p /data02/kafka/data

sudo chown kafka:kafka /data02/kafka/data

3) EBRSE
7F Manager TUHE , #HABRSEIE, %EFF Katka E£8f, BrokerServer, 3 BrokerServer RS . 15
TESENNEFHTRSNER.
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4.9.3 Master ¥ F—IRSH B EHEIN

4.9.3.1 Zookeeper &

BB &M

1. ZooKeeper ¥ A5, M3 PHay BE 56 TA.
2. ZooKeeper # Az 5. ZooKeeper EREIEH .

TARBRFERRW

01 HDFS

01 BHECE

1. BIfE Manager TUE , &R —> HOFS &8> RLEEE > default BB —> BLEX
4 core—site.xml —> BLEIN ha.zookeeper . quorum,

2. BFHZKFH=, AINEIECEIN ha. zookeeper . quorum H,

02 BLER®

RERERY, HERLE.

02 YARN

01 BENECE

1. BIfE Manager TN, &EEfARSS—> YARN 8> BEEIE > default FLEH—> KE
XA yarn—site. xml —> EZEIN hadoop . zk . address,

2. BFH K FHR, AINEIECE DN hadoop . zk . address .,

3. 1HE#RE. RRER client EEEHNEEDL.

02 ECE[ED
mHEERYS, HXERE.
03 ERRE

B E E /3 ResourceManager fR% . HFRNER.

03 Hive
01 EHEE
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1. BIfE Manager U, FEARS—> Hive £iF—> BEEE > default BLEH—> ELEX
4 hive—site.xml —> EBEIR hive.zookeeper . quorum.
2. WM ZK PR, AIMEECED hive . zookeeper . quorum 1,
3. 1EEHRME. FERHER client REANEET.
02 RERD
REERERDT, HERLE.
03 ERRS
E B HiveServer2 RS, HHRINER.

04 Flink

01 BNk E

1. BUfE Manager TUHI, SRBEARS—> Flink &8> BLEEIR—> default RBEH—> FEX
{4 flink—conf . yaml —> EZEI high—availability . zookeeper . quorum.,

2. WM ZK BE, AINFIECE T high—availability . zookeeper . quorum H7

3. 1EREHEME. BRMEN client RBAMEEDN.

02 icERZD

RTERERY, HIEXLE.

03 EElRE

B3 FlinkHistoryServer fR%5, HEFRINER.

05 Kyuubi

01 EMECE

1. BI{EManager TUH . &EFIRS—> Kyuubi £ —> BEEE > default KBH > ECE
SO kyuubi—defaults. conf —> BEEB IR kyuubi . ha. addresses.

2. BEH ZK TR, HRINFIECE TN kyuubi . ha. addresses FH,

3. THERME. FERMER client REHMEEIN.

02 RERD

RGERERY, HIERE.

03 ERBRSF

FBEER Kyubi BRE. EHERINER.

06 HBase
01 EXEE
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BI{E Manager T1E, SRFARS—> HBase £ff—> BMLBEEE > defaut REAH—> BLE
SO hbase—site. xml —> EZE I hbase . zookeeper . quorum,

2. WEH ZK T, AINZ|EE DN hbase . zookeeper . quorum 1,

3. 1HE#RE: FRER client R BHMNELETL.

02 RERD

RERERY, HELE,

03 ERRS

FEE S HBase FTE RS . B & HMaster 1 HRegionServer, HEFRFNER,

07 Kafka

EE. Katka FBRWER, IUARBWER ZK B,

JRA . Kafka BN HREBEHERSH, BIMDRNENXEBRA—H, ERSSBULEZTM,

01 {EMECE

1. BI{E Manager TUH , S£8EARS—> Katka &EF—> MEEE > default ILEH—> BECEX
{4 server . properties —> EZEIN zookeeper . connect,

2. B K TR, B vs E—ER 3 NEEE, ANEIELEIN zookeeper . connect H1.,

02 FLEREW

RERERY, HEEE.

03 EERS

HEE R Katka FTARS . 1HEIEHTT Katka EREN B BIRIE.

4.9.3.2 HOFS &

IE-%:353

1. HDFS NameNode Sefpf# B SHLE A SURE.
2. EEANGESHDFS R,
3. EERSIEE.

FARARSHEBGEIR

01 YARN
BIYEE MR Manager, E J2 ResourceManager, NodeManager, JobHistory, TimelineServer 25,

02 Spark
BI1EEZE MR Manager, E & SparkHistoryServer 32441,



XRG
FED
03 Hive
BI{EE MR Manager, & /3 HiveServer2. MetaStore L4,

04 Kyuubi
BITEE MR Manager, EJE Kyuubi fR%S .

05 Flink
BIYEE MR Manager, EEJ3 FlinkHistoryServer S2f,

06 HBase
BIYEE MR Manager, JRFNE /2 HBase fR%S.

07 Trino
BI1EZE MR Manager, & TrinoCoordinator 0 TrinoWorker 3£,

4.9.3.3 YARNH &

FIEFM

1. YARN—ResourceManager SEfY & SHCE 4 R E.
2. HENSER.

RRRFERRR

01 Spark
® EFI1EE MR Manager E J3 SparkHistoryServer FfH AYSEfI,

02 Flink

1. ZO$FLINK_HOME/conf B XK TRTFTE yarn—site.xml 3Xf. FTHXT Flink #HF711E.

2. HMSFLINK_HOME/conf B T{7#E$5 ] yarn—site.xm| X{HAYEREE, THINZEREEISEE
FEH yam—site. xml X3 WA —FL.

3. ZASFLINK_HOME/conf B T1FFE yarn—site.xml X1, BEAEHER yarn—site. xml
SRR S

4. IEBITEE MR Manager TN 2 /3 FlinkHistoryServer BTS2 (S48 FAIZ ST DR B
S RIRAIE A Flink fEML)
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4.9.3.4 Hive ' &
EXM

1. Hive MetaStore SEii¥ B SEEAESIRIE.
2. BEERSES.

RRRSFELRER

01 Flink

o IWMRAFKETHIEMELY BLAMFESREIFAL Flink client 41, 7 flink L&
B 3% /user/local/flink /conf/ F 3L X /user/local /hive/conf/hive—site . xm| AYEREE .

® INR Hive MetaStore 1T 7T R Y &, FTEEIMZHEESXM. RILE Flink EAEIAZ
¥ B hive—site. xml XX,

o K. RIEY FEH Hive MetaStore T, EFEIRMAIEW FECEM hive.uri, HE/F
Eb.

o IMRAFRBEELIESBIEL, N Fink REEMIEFTEE.

02 Trino

® iBITE MR Manager #EA Trino SBAY BLEEIR TUA, &7 hive . properties X1,

® B hive metastre.uri FIRRSIFREIUIAS metastore AL : 5140, = & Hive MetaStore
#9414 4 hostname! , hostname2 , hostnam3 , BR ATZAC B HIE N X
thrift: //hostname? : 9083, thrift : //hostname2 : 9083, hrift : / /hostname3: 9083,

o REEME FEHITEE R EME.

® &g, EJ2 Trino £ERSE.

= <o
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03 Spark
® Ei$E MR Manager # Spark SEREAV ECEEIR TUE . 1&2X spark—defaults . conf {4
® 75 spark.sql. catalog. spark_catalog. uri 3REBSLFRIENIES metastore AYHBIE, FI40,

=4 Hive MetaStore BFE #1444 hostname! , hostname?2 , hostnam3 , AR A ZEC B RIEN 5

thrift: //hostname? : 9083, thrift: //hostname?2 : 9083 , hrift: //hostname3: 9083,
o REENE, FEHTEE'RSBRIE.
® /5. E=J3 Spark KEHARS.

4.9.4 BEXRFIE

B1Eias
HDFS. YARN. Hive ERRZS B AEEREI, AFETREER. EoFEHBEEXRSE
BINRE, HEEIEERSINERS B BEURMEEETL.

SN
LR35 X HDFS, Hive, Spark. HBase. YARN. Kyuubi FYERZ X {#{T{& M 50
FEED., EMAGRSEATIHFFEAEEXRSEEINE.

RIES TR

1. XFAPEITTMIR L riE RS HITEEB SR,

1) EEMRITETI-RAEERTIEFRFAMERS.
2) ARHEENT, TRAEXRSEETTX.
3) FEHWANEFRZRIN JSON HERMEERE.
2. XA PENESERS TN NERSHECERTIEX SR,
1) A& MR IZEH & -RHRSEE AR ERTENERENAMRS.
2) ARERTBEEXRFEETX.
3) FEHWAEFRZRIN JSON HERHEERE.

A & 158

ALEEHINEEHRSIED. TBLAEXRSEEIIRE, FI0 JSON HEXAIED
BEXH, BEIURINERHRSMNEASE. JSON XHHABRAIZT
[
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{

"applicationName™: "YARN",
"configFileName" : "mapred—site.xml",
"configltemKey" : "mapreduce . task . timeout”,

"configltemValue": "200000"

"applicationName" : "HDFS",
"configFileName" : "hdfs—site. xml",
"configltemKey" : "dfs.replication”,

"configltemValue": "2"

]

SR X

SEEH L
applicationName BRESHYRFR,
configFileName B R B R,
configltemKey BB BFR.
configltemValue REEFERENREKRAE.

HUAEXMHBEXRSEENENARE AR
1. &XEHR

BOBENXMFREHTENES. APHEMA CONF_CONTENT 124 configltemKey
7E configltemValue A X ENRBEXHAR, HANRKEXHNBSEBBEEENES
FREMWNNMEE L. XHEARNFHRBEAANELFHFHTHX, INE]5. £35S,
BT, RS, BEEdSNEEARNHTREERNXHNT.

Ji-C REXH

hbase—env .sh

HBase
log4|.properties
HDFS hadoop—env . sh
mapred—env . sh
YARN

yarn—env.sh
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hive—env.sh
Hive

hive—log4j2 . properties
Kyuubi kyuubi—env . sh

2. BEETEN

MAEEX M IHLREBETUAITIEN, IFENNEETN T
AR REENBENEEXMGT. AR MNCEXHHITT FIRDLE.

1) Kerberos B4 krb5. conf 34k, R 3HF A kerberosRealm {E4 configltemKey KT realm
AR EREREN.

2) Spark Y spark—env.sh XA, custom_spark—env FE BTN BB XN S B _F X2 XXEHH
TR, XX RARIHITE .

R %52 7K BoE i =R

hbase.cluster.distributed

hbase.coprocessor.abortonerror

hbase.coprocessor.master.classes

hbase.coprocessor.region.classes

hbase.master.kerberos.principal

hbase.master.keytab.file

hbase.master.loadbalancer.class

hbase.quota.enabled

HBase hbase-site.xml
hbase.quota.refresh.period

hbase.regionserver.kerberos.principal

hbase.regionserver.keytab.file

hbase.rest.authentication.kerberos.keytab

hbase.rest.authentication.kerberos.principal

hbase.rest.kerberos.principal

hbase.rootdir

hbase.security.authentication




O xBc

hbase.security.authorization

hbase.superuser

hbase.thrift.kerberos.principal

hbase.thrift.keytab.file

hbase.tmp.dir

hbase.unsafe.stream.capability.enforce

hbase.wal.provider

hbase.zookeeper.property.clientPort

hbase.zookeeper.quorum

zookeeper.znode.parent

HDEFES core-site.xml

dfs.datanode.cached-dfsused.check.interval.ms

fs.AbstractFileSystem.jfs.impl

fs.defaultFS

fs.du.interval

fs.getspaceused.jitterMillis

fs.jfs.impl

fs.permissions.umask—mode

fs.trash.checkpoint.interval

fs.trash.interval

ha.failover—controller.new-active.rpc—timeout.m

ha.failover—controller.new—active.rpc-timeout.ms

ha.health—monitor.rpc-timeout.ms

ha.zookeeper.quorum

ha.zookeeper.session—timeout.ms

hadoop.caller.context.enabled

hadoop.kerberos.kinit.command
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hadoop.proxyuser.hdfs.groups

hadoop.proxyuser.hdfs.hosts

hadoop.proxyuser.hive.groups

hadoop.proxyuser.hive.hosts

hadoop.proxyuser. HTTP.groups

hadoop.proxyuser. HTTP.hosts

hadoop.proxyuser.httpfs.groups

hadoop.proxyuser.httpfs.hosts

hadoop.proxyuser.yarn.groups

hadoop.proxyuser.yarn.hosts

hadoop.rpc.protection

hadoop.security.auth_to_local

hadoop.security.authentication

hadoop.security.authorization

hadoop.security.group.mapping

hadoop.security.group.mapping.ldap.base

hadoop.security.group.mapping.ldap.bind.password.file

hadoop.security.group.mapping.ldap.bind.user

hadoop.security.group.mapping.ldap.num.attempts

hadoop.security.group.mapping.ldap.num.attempts.before.failover

hadoop.security.group.mapping.ldap.posix.attr.uid.name

hadoop.security.group.mapping.ldap.search.attr.group.name

hadoop.security.group.mapping.ldap.search.attr.member

hadoop.security.group.mapping.ldap.search.filter.group

hadoop.security.group.mapping.ldap.search.filter.user

hadoop.security.group.mapping.provider.ldap4users
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hadoop.security.group.mapping.provider.ldap4users.ldap.url

hadoop.security.group.mapping.provider.shell4services

hadoop.security.group.mapping.providers

hadoop.security.group.mapping.providers.combined

httpfs.proxyuser.mapred.groups

httpfs.proxyuser.mapred.hosts

io.compression.codec.1zo.class

io.file.buffer.size

ipc.client.connection.maxidletime

ipc.server.listen.queue.size

ipc.server.log.slow.rpc

jeekefs.cache-dir

jeekefs.cache-size

jeekefs.discover—-nodes—url

jeekefs.meta

jeekefs.server—principal

topology.script.file.name

hdfs—site.xml

dfs.block.access.token.enable

dfs.blockreport.incremental.intervalMsec

dfs.blockreport.initialDelay

dfs.blockreport.intervalMsec

dfs.blockreport.split.threshold

dfs.blocksize

dfs.client.failover.proxy.provider.ctyunns

dfs.client.read.shortcircuit

dfs.client.socket-timeout
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dfs.cluster.administrators

dfs.datanode.address

dfs.datanode.cached-dfsused.check.interval.ms

dfs.datanode.data.dir

dfs.datanode.data.dir.perm

dfs.datanode.directoryscan.threads

dfs.datanode.du.reserved.calculator

dfs.datanode.du.reserved.pct

dfs.datanode.failed.volumes.tolerated

dfs.datanode.fileio.profiling.sampling.percentage

dfs.datanode.handler.count

dfs.datanode.http.address

dfs.datanode.kerberos.principal

dfs.datanode.keytab.file

dfs.datanode.max.transfer.threads

dfs.datanode.max.xcievers

dfs.datanode.peer.stats.enabled

dfs.domain.socket.path

dfs.encrypt.data.transfer.cipher.suites

dfs.ha.automatic-failover.enabled

dfs.ha.fencing.methods

dfs.ha.namenodes.ctyunns

dfs.hosts.exclude

dfs.image.transfer.bandwidthPerSec

dfs.internal.nameservices

dfs.journalnode.edits.dir.ctyunns
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dfs.journalnode.http—address

dfs.journalnode kerberos.internal.spnego.principal

dfs.journalnode . kerberos.principal

dfs.journalnode keytab.file

dfs.journalnode.rpc-address

dfs.namenode.accesstime.precision

dfs.namenode.acls.enabled

dfs.namenode.audit.log.async

dfs.namenode.avoid.read.stale.datanode

dfs.namenode.avoid.write.stale.datanode

dfs.namenode.block.deletion.increment

dfs.namenode.checkpoint.dir

dfs.namenode.checkpoint.edits.dir

dfs.namenode.checkpoint.period

dfs.namenode.checkpoint.txns

dfs.namenode.deletefiles.limit

dfs.namenode.edit.log.autoroll.multiplier.threshold

dfs.namenode.fs-limits.max—directory—items

dfs.namenode.fslock.fair

dfs.namenode.handler.count

dfs.namenode.http—address.ctyunns.nnl

dfs.namenode.http—address.ctyunns.nn2

dfs.namenode.kerberos.internal.spnego.principal

dfs.namenode.kerberos.principal

dfs.namenode.keytab.file

dfs.namenode.lock.detailed-metrics.enabled
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dfs.namenode.name.dir

dfs.namenode.name.dir.restore

dfs.namenode.quota.init-threads

dfs.namenode.rpc—-address.ctyunns.nnl

dfs.namenode.rpc-address.ctyunns.nn2

dfs.namenode.safemode.threshold—pct

dfs.namenode.service.handler.count

dfs.namenode.servicerpc-address.ctyunns.nnl

dfs.namenode.servicerpc—address.ctyunns.nn2

dfs.namenode.shared.edits.dir.ctyunns

dfs.namenode.stale.datanode.interval

dfs.namenode.startup.delay.block.deletion.sec

dfs.namenode.support.allow.format

dfs.namenode.write.stale.datanode.ratio

dfs.nameservices

dfs.permissions.superusergroup

dfs.qjournal.select-input—streams.timeout.ms

dfs.qjournal.start—segment.timeout.ms

dfs.qjournal.write—txns.timeout.ms

dfs.replication

dfs.replication.max

dfs.web.authentication.kerberos.keytab

dfs.web.authentication.kerberos.principal

dfs.webhdfs.enabled

hadoop.caller.context.enabled

rpc.metrics.percentiles.intervals
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rpc.metrics.quantile.enable

Hive

hive-site.xml

hive.auto.convert.join

hive.auto.convert.sortmerge.join

hive.auto.convert.sortmerge.join.to.mapjoin

hive.compactor.initiator.on

hive.default.fileformat

hive.default.fileformat.managed

hive.exec.compress.output

hive.exec.dynamic.partition

hive.exec.stagingdir

hive.execution.engine

hive.hook.proto.base-directory

hive.insert.into.multilevel.dirs

hive.limit.optimize.enable

hive.mapred.reduce.tasks.speculative.execution

hive.merge.mapredfiles

hive.metastore.authorization.storage.checks

hive.metastore.warehouse.dir

hive.metastore.warehouse.external.dir

hive.optimize.bucketmapjoin

hive.optimize.dynamic.partition.hashjoin

hive.optimize.index.filter

hive.optimize.metadataonly

hive.optimize.remove.identity.project

hive.server2.proxy.user

hive.stats.fetch.column.stats
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hive.txn.strict.locking.mode

hive.update.last.access.time.interval

hive.user.install.directory

hive.vectorized.execution.mapjoin.minmax.enabled

hive.vectorized.execution.mapjoin.native.fast.hashtable.enabled

hive.vectorized.groupby.checkinterval

metastore.expression.proxy

kyuubi-defaults.

Kyuubi conf

kyuubi.backend.server.event.json.log.path

kyuubi.backend.server.event.loggers

kyuubi.delegation.token.renew.interval

kyuubi.ha.namespace

kyuubi.metrics.reporters

kyuubi.operation.getTables.ignoreTableProperties

kyuubi.session.engine.idle.timeout

kyuubi.session.idle.timeout

spark.master

spark.submit.deployMode

spark.yarn.queue

spark—defaults.co

Spark ot

spark.driver.cores

spark.driver.extraJavaOptions

spark.driver.extraLibraryPath

spark.driver.maxResultSize

spark.driver.memory

spark.dynamicAllocation.enabled

spark.dynamicAllocation.initialExecutors

spark.dynamicAllocation.maxExecutors
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spark.dynamicAllocation.minExecutors

spark.eventLog.dir

spark.executor.cores

spark.executor.extraJavaOptions

spark.executor.extral.ibraryPath

spark.executor.heartbeatInterval

spark.executor.memory

spark.executorEnv.JAVA_HOME

spark.files.openCostInBytes

spark.hadoop.mapreduce.output.fileoutputformat.compress

spark.hadoop.mapreduce.output.fileoutputformat.compress.codec

spark.hadoop.yarn.timeline—service.enabled

spark.history.fs.cleaner.enabled

spark.history.fs.cleaner.interval

spark.history.fs.cleaner.maxAge

spark.history.fs.logDirectory

spark.history.kerberos.enabled

spark.history kerberos.keytab

spark.history.store.maxDiskUsage

spark.history.ui.maxApplications

spark.history.ui.port

spark.io.compression.lz4.blockSize

spark.kryo.unsafe

spark.kryoserializer.buffer.max

spark.locality.wait

spark.master
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spark.memory.offHeap.enabled

spark.memory.offHeap.size

spark.network.timeout

spark.port.maxRetries

spark.rdd.parallelListingThreshold

spark.reducer.maxSizeInFlight

spark.resultGetter.threads

spark.rpc.io.backLog

spark.scheduler.maxReqisteredResourcesWaitingTime

spark.shuffle.accurateBlock Threshold

spark.shuffle.file.buffer

spark.shuffle.io.connectionTimeout

spark.shuffle.manager

spark.shuffle.mapOutput.dispatcher.numThreads

spark.shuffle.memoryFraction

spark.shuffle.push.enabled

spark.shuffle.push.maxBlockSizeToPush

spark.shuffle.push.merge.finalizeThreads

spark.shuffle.push.mergersMinStaticThreshold

spark.shuffle.readHostLocalDisk

spark.shuffle.service.enabled

spark.shuffle.unsafe.file.output.buffer

spark.speculation

spark.speculation.interval

spark.speculation.minTaskRuntime

spark.speculation.multiplier
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spark.speculation.quantile

spark.sql.adaptive.coalescePartitions.initialPartitionNum

spark.sql.adaptive.coalescePartitions.minPartitionNum

spark.sql.adaptive.enabled

spark.sql.adaptive.forceApply

spark.sql.adaptive.forceOptimizeSkewedJoin

spark.sql.adaptive.shuffle.targetPostShuffleInputSize

spark.sql.autoBroadcastJoinThreshold

spark.sql.catalog.spark_catalog

spark.sql.catalog.spark_catalog.type

spark.sql.cbo.joinReorder.enabled

spark.sql.extensions

spark.sql.files.maxPartitionBytes

spark.sql.files.openCostInBytes

spark.sql.finalStage.adaptive.advisoryPartitionSizeInBytes

spark.sql.finalStage.adaptive.coalescePartitions.minPartitionNum

spark.sql.finalStage.adaptive.skewJoin.skewedPartitionFactor

spark.sql.finalStage.adaptive.skewJoin.skewedPartitionThresholdInByt
es

spark.sql.hive.convertMetastoreOrc

spark.sql.hive.dropPartitionByName.enabled

spark.sql.inMemoryColumnarStorage.batchSize

spark.sql.join.preferSortMergeJoin

spark.sql.legacy.charVarcharAsString

spark.sql.legacy.timeParserPolicy

spark.sql.optimizer.finalStageConfiglsolation.enabled

spark.sql.optimizer.inferRebalanceAndSortOrders.enabled
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spark.sql.optimizer.insertRepartitionBefore WriteIfNoShuffle.enabled

spark.sql.optimizer.inSetConversionThreshold

spark.sql.optimizer.runtime.bloomFilter.creationSideThreshold

spark.sql.optimizer.runtime.bloomFilter.enabled

spark.sql.optimizer.runtimeFilter.number.threshold

spark.sql.optimizer.runtimeFilter.semiJoinReduction.enabled

spark.sql.orc.aggregatePushdown

spark.sql.orc.columnarReaderBatchSize

spark.sql.orc.enableNestedColumn VectorizedReader

spark.sql.parquet.aggregatePushdown

spark.sql.parquet.columnarReaderBatchSize

spark.sql.parquet.enableNestedColumnVectorizedReader

spark.sql.parquet.pushdown.inFilterThreshold

spark.sql.query.table.file.max.count

spark.sql.query.table.file.max.length

spark.sql.query.table.partition.max.count

spark.sql.session Window.buffer.in.memory.threshold

spark.sql.shuffle.partitions

spark.sql.sources.parallelPartitionDiscovery.parallelism

spark.sql.sources.parallelPartitionDiscovery.threshold

spark.sql.statistics.fallBackToHdfs

spark.sql.storeAssignmentPolicy

spark.sql.subquery.maxThreadThreshold

spark.sql.support.block.inferior.sql

spark.storage.decommission.shuffleBlocks.maxThreads

spark.task.reaper.enabled
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spark.unsafe.sorter.spill.reader.buffer.size

spark.yarn.appMasterEnv.JAVA_HOME

spark.yarn.containerLauncherMaxThreads

spark.yarn.scheduler.heartbeat.interval-ms

spark.yarn.scheduler.initial-allocation.interval

spark—env.sh

custom_spark-env

spark_engine

YARN

mapred-site.xml

mapreduce.application.classpath

mapreduce.cluster.acls.enabled

mapreduce.framework.name

mapreduce.job.acl-modify—job

mapreduce.job.counters.counter.name.max

mapreduce.job.counters.group.name.max

mapreduce.job.counters.groups.max

mapreduce.job.counters.max

mapreduce.jobhistory.admin.acl

mapreduce.jobhistory.bind-host

mapreduce.jobhistory.done—dir

mapreduce.jobhistory.http.policy

mapreduce.jobhistory.intermediate-done—-dir

mapreduce.jobhistory.recovery.enable

mapreduce.jobhistory.recovery.store.leveldb.path

mapreduce.map.env

mapreduce.map.java.opts

mapreduce.map.log.level

mapreduce.map.memory.mb




O xBc

mapreduce.map.output.compress

mapreduce.map.output.compress.codec

mapreduce.map.sort.spill.percent

mapreduce.map.speculative

mapreduce.output.fileoutputformat.compress

mapreduce.output.fileoutputformat.compress.codec

mapreduce.reduce.env

mapreduce.reduce.input.buffer.percent

mapreduce.reduce.java.opts

mapreduce.reduce.log.level

mapreduce.reduce.memory.mb

mapreduce.reduce.shuffle.fetch.retry.enabled

mapreduce.reduce.shuffle.fetch.retry.interval-ms

mapreduce.reduce.shuffle.fetch.retry.timeout-ms

mapreduce.reduce.shuffle.input.buffer.percent

mapreduce.reduce.shuffle. merge.percent

mapreduce.reduce.shuffle.parallelcopies

mapreduce.reduce.speculative

mapreduce.shuffle.port

mapreduce.task.io.sort.factor

mapreduce.task.io.sort.mb

mapreduce.task.timeout

yarn.app.mapreduce.am.env

yarn.app.mapreduce.am.log.level

yarn.app.mapreduce.am.resource.mb

yarn.app.mapreduce.am.staging—dir
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yarn-site.xml

hadoop.http.authentication.simple.anonymous.allowed

hadoop.http.filter.initializers

hadoop.registry.client.auth

yarn.acl.enable

yarn.log-aggregation.retain—seconds

yarn.log—aggregation—enable

yarn.node-labels.enabled

yarn.node-labels.fs—store.root—-dir

yarn.nodemanager.address

yarn.nodemanager.container—executor.class

yvarn.nodemanager.disk—health—checker.max-disk—utilization-per—dis
k-percentage

yarn.nodemanager.localizer.cache.target—-size-mb

yvarn.nodemanager.localizer.client.thread—count

yarn.nodemanager.localizer.fetch.thread—count

yarn.nodemanager.log.retain—seconds

yarn.nodemanager.log—aggregation.compression-type

yarn.nodemanager.log-aggregation.debug-enabled

yarn.nodemanager.log—aggregation.num-log—files—per—app

yarn.nodemanager.log-aggregation.roll-monitoring—interval-seconds

yarn.nodemanager.recovery.dir

yarn.nodemanager.recovery.enabled

yarn.nodemanager.recovery.supervised

yarn.nodemanager.remote—app-log—dir

yarn.nodemanager.remote—app—log—dir-suffix

yarn.nodemanager.resource.cpu-vcores

yarn.nodemanager.resource.memory-mb
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yarn.nodemanager.resource.percentage—physical-cpu-limit

yarn.nodemanager.resourcemanager.connect.wait.secs

yarn.nodemanager.vmem-check-enabled

yarn.nodemanager.vmem-pmem-ratio

yarn.nodemanager.webapp.cross—origin.enabled

yarn.resourcemanager.cluster—-id

yarn.resourcemanager.fusing.enable

yarn.resourcemanager.fusing-max-api-get—jobs

yarn.resourcemanager.ha.rm-ids

yarn.resourcemanager.hostname.rm1

yarn.resourcemanager.hostname.rm2

yarn.resourcemanager.max—completed—-applications

yarn.resourcemanager.recovery.enabled

yarn.resourcemanager.scheduler.autocorrect.container.allocation

yarn.resourcemanager.scheduler.class

yarn.resourcemanager.scheduler.monitor.enable

yarn.resourcemanager.store.class

yarn.resourcemanager.webapp.address.rm1

yarn.resourcemanager.webapp.address.rm2

yarn.resourcemanager.webapp.cross—origin.enabled

yarn.scheduler.maximum-allocation—mb

yarn.scheduler.maximum-allocation-vcores

yarn.scheduler.minimum-allocation—-mb

yarn.scheduler.minimum-allocation-vcores

yarn.timeline-service.client.best—effort

varn.timeline—service.client.max-retries
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yarn.timeline-service.enabled

yarn.timeline-service.http—cross-origin.enabled

yarn.webapp.uiZ.enable
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5.1 Kibana Fl F{KLE. THREMRIL

Kibana z&—NF F el f4L #1434 ElasticSearch FEIEAYEA T HE . 8 7 A LFI A Kibana
KThEE . RS AEREAEIERES . TR Kibana F—LERELE.

1. (UREBIIT

FATREY BER

FERIBGRE R, BHRENBERNHR K. BEESHEMNEIEFRETAFENILE, U
Eetxr R A s, RIRRER— BT HSFanEIEM TR, BEReIE—
MUEEREEFRBERL. BRERERERGENEREIFELES.

EEMERRH
BRI THFNERE, REREFEE., REBSRBISHRNESR. BRO8AFE
BN, BRAER-—MUEKRZTEAIZNES . MRRASTETXBISE.

2. ALK

RIEMERKE

RIFHIEAOMRIEFEENEREE, fIMEKE. DRE. HEF. WREREEE
BRASLZIEIRE. kI T RFBREEES . BURDUERERTERE. XRUSHT
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HERAIER AR, WER FIEBRRNA X . RERIZEERT . 8%
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Rlliibuy:d
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P Kibena TRIES . MWEERFTEBRIARLE. EASHETRRERN

RR&FM. LHNREBHE—DHFREEFRT —EENTR. BIUERERES. W
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iy 4R
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6. MERERIBRAL

HiRET
FIP3 Kibana MBURETFTIAE , B BE BN ElasticSearch M), RS NRAMBE
E.

HiEE AR

RIEBIRNEIINER, RECGRENRIFER, B TMERNEBIRR.

XLER Kibana BREESLERM—EFS, BEBHBNEEFHIRIT. QUEFMERNERE. Bif
AR, EFEKERUERFER KNS RMAE AR,
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fiAﬂéﬁﬁ

6.1 API #ESE

= MapReduce TR X THHX API 20,

E S

RIE id &1 | REZEAFRE d BERFHEETE. RERRAFRANEEEMT. &
KEHER Eff & & HHREERER.

KHEEN | HEWAFAKHEETE. RARERAFBANZEEN. RERFRAL
& RFLTHERHNERFFREE, FoREEMBRNERHES.

TR4E

THEHTR | REZWAFPEHTRAFBI®E. RERlAraANEEEEt. B
AFIE HastnEBETRARR.

RETRARE | REZHAFEHTRAEREE, REREEAFBANTAREG B
B HEFUHNRETRAFAREE.

6.2 H{AIiEA API
6.2.1 EEHVYRAFE

EOTHRENR

b3 DRHE A PEREFD /REFBTE. REREAFARANSEEST, BEFER
FNEETRARFE.

BO4%R
RAVE I FEF TR RS SR,
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BOREHA

sy
[}

URI

POST /v1/emr/openapi/cluster/ clusterNodeGroup,/ getGroupAndHostByCondition

Content—Type

application/json

BESH
¥
Query S%%
T
B3R 3k header B
¥
B3R body BH
TEKE body SE
= T
B | B . _ &
85| 5 154 A i 3t
21 %
clusterld 2 | String B 6695c8e7c34af927e860balf043¢c Y
8c91
FHURES (1. BEhd, 2.
nodeState | &5 | Integer | IEFEXML. 4- S MBR.8: |1 /
=79, 9. 2 x41)
BHEESE, @
selectKey | &5 | String TP EZFF. AMIP, 10.0.02 /
SR 1P T TIRIAE TR




& 50

Wi B2 S8
na RS H
‘ SHEK ™ _ TEXS
B & TiAA N =
statusCode | Integer IRZSHD 200 /
~jz \\ B /_\ . .
message | String ﬁ? SkER HaTHE DFRRS U E L ER R EkE |/
=Py
error String $ERAD, 1EKRAINE ., TNRENZFER EMR_400001 | /
returnObj Object R[EIZ5 / returnObj
= returnObj
B SHKR BiAA P TENR
id String 48 id 175187849787779 /
N dab95eb1d81503b323fdc
| Id Stri id
cluster tring ERE 01d9b{786b7 /
payType Integer e KRY 1 /
nodeGroupType String PRER MASTER /
code 5
&K
nodeGroupName String PRAR master /
code 1B
f8d288bb—ffda—426d—9
i Id Stri B id
mage g HR 62— 0f6bf46877€0 /
hostNum Integer FHE=E 3 /
computeSpecificatio .
¥ Integer FALHAE id 101 /
n
iaasVmSpecCode String IAAS EEAER s7.2xlarge. 4 /
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B SHKR TR i TERNR
& 4mhg
cpu 12T
cpuNum Integer 8 /
P ? S
memory Integer RFERN 32 /
[{diskFunctionType: 1,di
skFunctionName : 2%t
#% . diskType: cloud, disk
SIS | TypeName: =
diskSpecificationList | String REARS) yperame =i . /
= %%, ioType: SSD—genric,
ioTypeName : 18 &Y
SSD, volume: 200, diskN
um:1}]
createTime Integer Bl R 8] 1706515356000 /
updateTime Integer SEFTET(E] 1706515356000 /
=017 > //\
mountPubliclp Boolean REEHA false /
X
2asVmSpecld Stri IAAS EALEL b307034d—cbc3—27bb— Y,
iaasVmSpec rin
P g 1 id 24f7—a97565814236
TSR
. —Ijl\\\/ )Ll
highest Boolean — false /
9 =EREN
bb9fdb42056f11eda1610
ionld Stri B id
region ring SRR | 242ac110002 /
—huadong1—jsnj1A—
availableZoneld String AKX id cn. vadongysny P /
ublic—ctcloud
vpcld String vpc id vpc—fr2xjo1gj0 /
. Array of EHTRA clusterHostDtoLi
lusterHostDtoL ist /
clusterHostDtoLis Objects 5% o
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R clusterHostDtoList

g
S8 | _ %
¥ Sz YiHA i 2t
£
id String T8 id 0088babec7bab47b20409df6646db856 /
Hﬁlﬁgﬂ
nodeGroupld String o 1753298494213554178 /
[
ot
iaasHostld String A id b2f2377d—3f0b—bc74—b9cH5—67bb557b0e63 /
i
hostName String ;ﬁﬂ'% bigdata—emr—vm—I17zb3wnk /
managelp String | HIEIP 10.2.3.0 /
servicelp String R 1P 192.168.0.149 /
publiclp String | AR P | 212.168.0.150 /
. . . ipv6 P
ipvbServicelp String W i 240e:982 :db0f: 6c00:d1ea: 8588:69fa: 96 /
Ip
ipv6
ipvBPubliclp String | 2V B | 191237177, 234 /
X ip
Pk
S
eEF
state Integer | HEHL | 8 /
JERD AT
vpcld String | vpc id vpc—fr2xjo1gj0 /
subnetld String | FM id subnet—vkixrw8xw7 /
IES
regionld Sting | AR | b9fdb42056f11edat610242ac110002 /

id
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SH

S
KR

iR

|

R

availableZoneld

String

TRKX
id

cn—huadong1—jsnj1 A—public—ctcloud

N

eipld

String

P
id

eip_sssww

bandwidthld

String

4hE
ipv6 AY

-y -
oo id

bandwidth—fnzgeac441

jobld

String

FFL
jobld

compute_8d9eabbb—89ab—44de—beae—583bf624f
6d5

masterOrderld

String

IT By E
1THE id

b8d68f4c36734227ac4c8fb7bbab8ael

iaasMasterOrderld

String

IAAS #9
FiTHR
id

INT022024091218592892305018

paasResourceld

String

LS
i

6276b490c2504f4ba90e90e857b043e4

isDeleted

Integer

FHZ
oS
T HE
T (K
HHE
e
BRiZT
=) (0.
A
BB
g

createTime

Integer

BIZES
(8]

1706515356000

updateTime

Integer

EEiliy
(8]

1706515356000
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T
s S8 | . _ %
= H VALY
B e TiAA Bl 2t
E
hostStateValue String i-['%%llk EfTH /
Array |
deployRolelnstance gf | g?igj [ "NodeMaster" ] /
trings
I
1K 3 header 7B
{
"Cluster—Id":"bdbbc8cc1288a78e5851839dc26f58b9"
}

BK url 5R=6I

https://emr—global.ctapi.ctyun.cn/v1/emr/cluster/openapi/clusterNodeGroup/ge

tGroupAndHostByCondition

B RAE body i

{
"clusterld":"bdbbc8cc1288a78e5851839dc26f58b9",

"selectKey":"192.168.0.208"
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nje] R 73~ 451
153K IR E{E T FI
{

"statusCode": 200,
"message": "success",
"returnObj": [
{
"id": "1759528882838106113",
"clusterld": "bdbbc8cc1288a78e5851839dc26f58b9",
"payType™: 1,
"nodeGroupType": "CORE",
"nodeGroupName": "core",
"imageld": "f8d28855-ffda-426d-96e2-0f6bf46877e0",
"hostNum": 3,
"computeSpecificationld": 101,
"ilaasVmSpecCode": "s7.2xlarge.4",
"cpuNum": 8,
"memory": 32,
"diskSpecificationList": "[{\"diskFunctionType\":1,\"diskFunctionNa
me\":\"Z&Z#=Z\",\"diskType\":\"cloud\",\"diskTypeName\":\" =iz \",\"ioType\":
\"SATA\" \"ioTypeName\":\"&i& I0\",\"volume\":200,\"diskNum\":1},{\"diskFun

ctionType\":2,\"diskFunctionName\":\"£3E&\",\ "diskType\":\"cloud\",\"disk Ty
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peName\":\"=fE#\",\"ioType\":\"SATA\",\"ioTypeName\":\" & IO\",\"volume
\":200,\"diskNum\":2}]",
"createTime": 1708339350000,
"updateTime": 1708339350000,
"mountPubliclp": false,
"iaasVmSpecld": "b307034d-cbc3-27bb-24f7-a97565814236",
"highest": null,
"regionld": "bb9fdb42056f11eda1610242ac110002",
"availableZoneld": "cn—-huadongl-jsnj1A—public-ctcloud",
"vpcld": "vpc—fr2xjol1gjo",
"clusterHostDtoList": [
{
"id": "af84f22fdefd94bb30f7af4c24368337",
"nodeGroupld™": "1759528882838106113",

"jaasHostld": "3d328644-8521-89f7-a114-74b4de602c50",

"hostName": "bigdata—emr—vm-iwxkgpil",

"managelp": "-",

"servicelp": "192.168.0.208",

"publiclp": "-",

"ipv6Servicelp": "240e:982:db0f:6c00:d1ea:8588:69fa:96",
"ipv6Publiclp": "121.237.177.234",

"state": 8,
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"vpcld": "vpc—fr2xjol1gjo",

"subnetld": "subnet—vkixrw8xw7",

"regionld": "bb9fdb42056f11eda1610242ac110002",

"availableZoneld": "cn—-huadongl-jsnj1A—public-ctcloud",

"eipld": ",

"bandwidthld": "bandwidth-fnzgeac441",

"jobld":"compute_8d9eabb5-89a5-44de-beae-583bf624f6
d5",

"masterOrderld": "b8d68f4c36734227ac4c8fb7bbab8ae9",

"jaasMasterOrderld": "INT022024091218592892305018",

"paasResourceld": "6276b490c2504f4ba90e90e857b043e4

"isDeleted": O,

"createTime": 1708339353000,
"updateTime": 1708339353000,
"hostStateValue": "i=z{7H",

"deployRolelnstance": ["DataNode", "NodeManager", "HRe

gionServer"]
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1B SRR BUR BHE R 5]
{
"statusCode": 200,
"error": "EMR_400010",
"message"™: "clusterld S RIEHR",
"returnObj": []
}
RS

B RIRSE

iR

1552 thiR L

6.2.2 1RiE id EEEER

#&OZHRET 4R
i DRI SRR 0 SRRRHESYIE, RORKR A HANEREE, B
HaFHNEREMES.

EOZ3R
RAVFE W TETFRENERES.

BOREHA

sy
[mm)

URI

GET /v1/emr/openapi/cluster/ clusterDetail /getByld


https://eop.ctyun.cn/ebp/searchCtapi/ctapiStateCode?product=194
https://eop.ctyun.cn/ebp/searchCtapi/ctapiErrorCode?api=13726&product=194

D X= o
Content—Type

application/json

BRESH

I
Query B4

Query 3

S | BAE | SESKE | %A 7~
id |2 String £ id | 00c3a04292996955752f073c995a1cch
1Rk header BHY

7z

BRI body BH
%

M iz &4

i R 54

sy | TEX B | e
statusCode | Integer IRZSEG 200 /
message | String EH;_ ?ﬁiﬁ%’lﬁﬁ;ﬁzﬂ WARRS AR A ERR AR y
error String R, ERAYIE, TREZFE EMR_400001 | /
returnObj | Object REIER / returnObj
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Z= returnObj

S SRR Ui AR il TERNR

00c3a042929969

id String £ id 55752f073c995a
Tcch

=0\
manager & X
Cl Id || s 1

managerC luster nteger %ﬁ ”

iaasType String e NE=
bb9fdb42056f11e

regionld String FHiE id da1610242ac110
002

regionName String KB ZFR E£5 1
cn—huadong1—js

availableZoneld String AKX id nj1A—public—ctc
loud

ilableZoneN

aveal ableZoneNa String TR LR TEX 1

m

clusterName String EBZIR test_vpc_24

payType String BpE3 BEEAH

clusterType String SRERA R

I TypeVersi s

CIUSIETTYPEVETSIO | giring = SR #MR—2.12.0

n

clusterPlanCode String %ﬁ%ﬂi’]?ﬁﬂ cloud—search
[{componentTitle
:ElasticSearch, v

componentNamel. ' ersion:7.10.2},

ot P String AR

{componentTitle:
Kibana, version: 7
210.2H]
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S SRR Ui AR il TERNR
datasourceConfi . el 41 S [
. % | string HIBRIER (]
vpcld String vpc id vpc—0kbx16wb
subnetld String F id subnet—i2ys8sp
securityGroupld String ZeHid [sg—4h7wScl1]
loginType String BERAN PASSWORD
clusterDueTime | Integer SRR HARY (8] 1709193751000
bal4c8e729e447
userld String A/ id d69698f81ac7db
bbbb
ed24e4b414a048
accountld String K-S id b0a9cb995f59cc8
5jj
clusterCreateTime | Integer ERCIER g 1706515357000
clusterState String ERLIRTS =fTHR
managerVersion String manager fRAS | 2.15.1
lpvé B E&FT /A
(OPEN: ¥TFF.
. CLOSE: %7,
blelpv6 S OPEN
enavielpy rng NOT_DISPLAY -
AR null: A~
B’r)
createTime Integer gelfEngls) 1706515356000
updateTime Integer BT (E] 1706515356000
VA==
TTRYIRZS(0: A
autoRenewStatus | Integer 1

BT 1.8
LT
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SH SRR TR ~l TR
clusterRunningSec e s
Long SRz fTRE | O /
onds
{ "Kibana":
. AHRIRAE |17,
pathMap Map of String sty “ElasticSearch” /
"t
.
B3R L header 7Rl
{
"Cluster—Id":"00c3a04292996955752f073c995a1cc6"
}

"R url =B

https://emr—global.ctapi.ctyun.cn/v1/emr/openapi/cluster/clusterDetail /getByld?

id=00c3a04292996955752f073c995alcc6

B RAE body T
¥

0 R 7~ 451

TERAYIR EHE B
{

"statusCode": 200,

"message": "success",
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"returnObj": {
"id": "00c3a04292996955752f073c995alcc6",
"managerClusterld": 1,
"jaasType": "AF =",
"regionld": "bb9fdb42056f11eda1610242ac110002",
"regionName": "f£7% 1",
"availableZoneld": "cn—-huadongl-jsnj1A—public—ctcloud",
"availableZoneName": "oJFHX 1",
"clusterName": "test1218",
"payType": "BERA",
"clusterType": "=i¥&",
"clusterTypeVersion": "8 MR-2.12.0",
"clusterPlanCode": "cloud-search",
"componentNameList": "[{\"componentTitle\":\"ElasticSearch\",\"versio
n\":\"7.10.2\"}L,{\"componentTitle\":\"Kibana\",\"version\":\"7.10.2\"}]",
"datasourceConfigs": "[]",
"vpcld": "vpc-vgo9wazkOm",
"subnetld": "subnet-6hd5rpedsp",
"securityGroupld": "[\"sg-mz2suubydc\"]",
"loginType": "PASSWORD",
"clusterDueTime": 1705543555000,
"userld": "ba14c8e729e447d69698f81ac7d506b5",

"accountld": "ed24e4b414a048b0a9cb995f59cc85dd",




O xBc

"clusterCreateTime": 1702865155000,
"clusterState": "i=z{7H",
"managerVersion": "2.15.1",
"enablelpv6": "NOT_DISPLAY",
"createTime": 1702865154000,
"updateTime": 1702979599000,
"autoRenewStatus": 0,
"clusterRunningSeconds": 0,
"pathMap": {

"Kibana": "1,1",

"ElasticSearch": "1,1"

TER K OR EHE
{

"statusCode": 200,
"error": "EMR_400019",
"message": "EEE id L,

"returnObj": []
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by X T
1ESEIRSEE

HIRE

EHERm

6.2.3 ZMVTRARR

BAOThREN 4B

b ORHEEAPEF T AAREETR. REEERAFARANEEES, REFE%K
HHEETRAFRRESR.

BO4%

RAFEEATBETHRSHERNT REARFE.

BORTHHA

sy
[mm)

URI

GET /v1/emr/openapi/cluster/ clusterNodeGroup/getByClusterld

Content—Type

application/json

BESY

7

Query S%§

Query ¥


https://eop.ctyun.cn/ebp/searchCtapi/ctapiStateCode?product=194
https://eop.ctyun.cn/ebp/searchCtapi/ctapiErrorCode?api=13726&product=194

O xBc

S | BEE | SEEKAE | %R 7~
clusterld | & String ;-Eg$ id | dab95eb1d81503b323fdc01d9bf786b7
B3R 3k header B
¥
A=
B K body BE
T
o)V % 5
M 7 S48
. . “ — T
S SR ifA 7~ %
statusCode | Integer JRZSEE 200 /
\,/gks*\/-—U—A ‘;él: N \/j‘l;ts\ \\ . o
message String Fﬁ;‘:@ti AT HIEARS I R 2 &K A TH /
g?ﬁﬂ?'fé,u
error String $EIRID, EKRAIIE, NIRENZFE | EMR_400001 | /
A f . .
returnObj ray o 1R [B] 25 / returnObj
Objects
Z= returnObj
=
s SRk | _ %
S &) Vi AR 7~ 4t
%
id Stri A 175187849787779 /
i tring 4 id
. £
clusterld String i dab95eb1d81503b323fdcO1d9bf786b7 /
i
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SH

i

|

bl

payType

Integer

2%

nodeGroupType

String

-+

TR
code

i3

MASTER

nodeGroupName

String

"
TR
KA

code

=l

master

imageld

String

HER
id

f8d288b5—ffda—426d—96e2—0f6bf46877e0

hostNum

Integer

FH

=

computeSpecificationld

Integer

EM
AR
id

101

iaasVmSpecCode

String

IAAS
REAL
A%
Al

s7.2xlarge. 4

cpuNum

Integer

cpu

(%54

memory

Integer

Az
K]

32

diskSpecificationList

String

4%
A%
lES

[{diskFunctionType: 1, diskFunctionName : X%
%2, diskType: cloud, diskTypeName : Z=##

%% . ioType: SSD—genric, ioTypeName : 18 FH #Y
SSD, volume: 200, diskNum: 1}]

createTime

Integer

ellf

1706515356000
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SH

i

|

bl

Ff ]

updateTime

Integer

EH
Fif /8]

1706515356000

mountPubliclp

Boolean

=
Py

HH

AR

false

iaasVmSpecld

String

IAAS
REAL
A%
id

b307034d—cbc3—27bb—24f7—a97565814236

highest

Boolean

-

—Ij NN
A

=
=

=
oy -1

B

false

HESH

7z

153K 3k header 763l

{

"Cluster—Id":"da595eb1d81503b323fdc01d9bf/86b7"

"R url =B

tByClusterld?clusterld=da595eb1d81503b323fdc01d9bf786b7

https://emr—global.ctapi.ctyun.cn/v1/emr/openapi/cluster/clusterNodeGroup/ge
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15 3K4E body =6
"

e Rz 7= 57

TERAYIR EHE R
{

"statusCode": 200,
"message": "success",
"returnObj": [

{

"id": "1751878497877790722",

"clusterld": "da595eb1d81503b323fdc01d9bf786b7",
"payType": 1,

"nodeGroupType": "MASTER",

"nodeGroupName": "master”,

"imageld": "f8d28855-ffda-426d-96e2-0f6bf46877e0",
"hostNum": 3,

"computeSpecificationld": 101,

"ilaasVmSpecCode": "s7.2xlarge.4",

"cpuNum": 8,

"memory": 32,

"diskSpecificationList": "[{\"diskFunctionType\":1,\"diskFunctionNa

me\":\"&Z#&Z\",\"diskType\":\"cloud\",\"diskTypeName\":\" =i \",\"ioType\":
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\"SSD-genric\",\"ioTypeName\":\"i@FHE! SSD\",\"volume\":200,\"diskNum\":1},
{\"diskFunctionType\":2,\"diskFunctionName\":\"£#&Z\",\"disk Type\":\"cloud\
"\"diskTypeName\":\" =& \",\"ioType\":\"SSD-genric\",\"ioTypeName\":\"i&
A SSD\",\"volume\":200,\"diskNum\":2}]",

"createTime": 1706515356000,

"updateTime": 1706515356000,

"mountPubliclp": false,

"iaasVmSpecld": "b307034d-cbc3-27bb-24f7-a97565814236",

"highest": null

"id": "1751878497890373634",

"clusterld": "da595eb1d81503b323fdc01d9bf786b7",
"payType": 1,

"nodeGroupType": "CORE",

"nodeGroupName": "core",

"imageld": "f8d28855-ffda-426d-96e2-0f6bf46877e0",
"hostNum": 1,

"computeSpecificationld": 101,

"ilaasVmSpecCode": "s7.2xlarge.4",

"cpuNum": 8,

"memory": 32,
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"diskSpecificationList": "[{\"diskFunctionType\":1,\"diskFunctionNa
me\":\"Z&Z#=Z\",\"diskType\":\"cloud\",\"diskTypeName\":\" =iz \",\"ioType\":
\"SSD-genric\",\"ioTypeName\":\"i@ B! SSD\",\"volume\":200,\"diskNum\":1},
{\"diskFunctionType\":2,\"diskFunctionName\":\"£t#E#£\",\"diskType\":\"cloud\
"\"diskTypeName\":\"=1&&\",\"ioType\":\"SSD-genric\",\"ioTypeName\":\"i&
A A SSD\",\"volume\":200,\"diskNum\":2}]",

"createTime": 1706515356000,

"updateTime": 1706515356000,

"mountPubliclp": false,

"faasVmSpecld": "b307034d-cbc3-27bb-24f7-a97565814236",

"highest": null

TER K OR EHE
{

"statusCode": 200,
"error": "EMR_400021",
"message": "R & EERE id",

"returnObj": []




O xBTS
by
1ESEIRSEE

HiRED

B E IR

6.2.4 EBREEHTEIS

®OZHRET 4R
i NRHSHAAERERE. RERKAFRANEREE BEHSA NS
Tt THARHHEREAEE, FLBEEHROERES.

BO4R
x

BORTHHA

sy
[mm)

URI

POST /v1/emr/openapi/cluster/ clusterDetail /selectPage

Content—Type

application/json

BESY

7

Query S%§

7

B3R 3k header B
7T


https://eop.ctyun.cn/ebp/searchCtapi/ctapiStateCode?product=194
https://eop.ctyun.cn/ebp/searchCtapi/ctapiErrorCode?api=13726&product=194

O xBTS
1ERK{E body ¥

ER{E body SEL

—F
, ZAY | Sk “ — %
2 H VALY
S . %) 1A 7~ *f
R
bb9fdb42056f11eda1610
- = . SRS
regionld 2 String B id 24220110002 /
pagelndex = Integer SR, SHE 1 /
. o BRAN, S
pageSize = Integer (B o T 8 10 /
clusterName & String ERZIR cluster_name /
SRRSO B
.2 B1T
=74
clusterStateCode | & Integer j::'j %}?{; 5 1 /
B&I1E. 10 Bk
zt)
SEREEAIRD(1
FAEHR, 2. BB
clusterTypeCode | &5 Integer oH7.3 EIRAR | 1 /
5. 4. 518K 6.
SRS BRI
M Rz S
M 7 53
2, : . — \2 Q
sy | PEX o |
statusCode | Integer JIRZSHD 200 /
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sy | 2% T | e

message | String Eiﬁl’té"lﬁﬁ%ﬂ ERRS IR HER TR SR T Y
=35\
error String FERAD, BRI, NREHZFE EMR_400001 | /
returnObj | Object 1R8] 25 / returnOb)j
Z= returnObj
S SHEKE Bi A Bl | TERNR

total Integer BERYE 23 /

size Integer METEEIR O EREE 1 /

current Integer EED1 1 /

orders Array of Objects | HEFFFERAHEF T / orderltem

optimizeCountSql | Boolean BEILAL count SQL &E1H true |/

searchCount Boolean BT count 18, BRIA true | true | /

countld String #4T count &Y id 1 /

maxLimit Integer BIOTIEBPRS 20 /

pages Integer BT 5 /

records Array of Objects | 8%l 3k / records
Z= orderltem

¥ | SEERE BiHA Bl | TENR
column | String SERHITHIFNFER regionld | /
acs Boolean =R EFHS, EKIA true | true /




O xBc

= records
S SRR Bi A ZNl TERNR

8571aa313aaf77d

id String £2f id 45bf6765805a9ce
b5

=0\
manager & X
Cl Id || . 1

managerC luster nteger %ﬁ ”

iaasType String 45 NEBE=
bb9fdb42056f11e

regionld String HiE id da1610242ac110
002

regionName String FiEZFR £ 1
cn—huadong1—js

availableZoneld String o HKX id nj1A—public—ctc
loud

ilableZoneN

TOTEINEE | string AR EH AKX |

m

clusterName String EBZIR test_vpc_24

payType String BpE3 BEEAH

clusterType String SRERA R

I TypeVersi .

clusterTypeVersio String 7 B R 8 MR—2.12.0

n

clusterPlanCode String %ﬁ%ﬂi’]?ﬁﬂ cloud—search
[{componentTitle
:ElasticSearch, v

componentNameL ' ersion:7.10.2},

i<t P String AR

{componentTitle:
Kibana, version: 7
210.2H]
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S SRR Bi A ZNl TERHR
datasourceConfi .
s g Strlng ﬁi?%/}?ﬁ:l o []
vpcld String vpc id vpc—0kbx16wb
subnetld String F id subnet—i2ys8sp
securityGroupld String ZeHid [sg—4h7wScl1]
loginType String BERAN PASSWORD
clusterDueTime | Integer SRR HARY (8] 1709193751000
ba14c8e729e447
userld String A/ id d69698f81ac7db
b5b5
ed24e4b414a048
accountld String K-S id b0a9cb995f59cc8
5jj
clusterCreateTim N N
Integer SRR 1706515357000
e
clusterState String =¥y N BITH
managerVersion String manager fRAS | 2.15.1
Ipv6 =SB
(OPEN - ¥T7T,
CLOSE: <,
enablelpv6 String R
NOT_DISPLAY .
AER null: A~
Br)
createTime Integer gelfE:ngls) 1706515356000
updateTime Integer FEHES (8] 1706515356000
BEmhE:
PR O: N
autoRenewStatus | Integer ﬂ_E’]«Ij( 04 0

BE1%T.1- 8
LT
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BESE

7

15K 3 header 7B
i

"R url =B

https://emr—global.ctapi.ctyun.cn/v1/emr/openapi/cluster/clusterDetail/selectPa

ge
1B RK4K body B
{
"clusterName":"",
"clusterStateCode": 2,
"clusterTypeCode": 2,
"pagelndex": 1,
"pageSize": 10,
"regionld":"bb9fdb42056f11eda1619242ac110002"
}
g Rz 7~ 51
TERINIR B E R
{

"statusCode": 200,

"message": "success",
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"returnObj": {

"records": [

{

"id": "2cd01a834b8e0c14d4a03c01d6052924",

"managerClusterld": 1,

"laasType": "N EZ",

"regionld": "bb9fdb42056f11eda1610242ac110002",

"regionName": "f£7% 1",

"availableZoneld": "cn—huadongl-jsnj1A—public—ctcloud",

"availableZoneName": "ofF§[X 1",

"clusterName": "sjfw—sxy—-0207-3",

"payType": "BEERA",

"clusterType": "¥3ERRE",

"clusterTypeVersion": "& MR-2.12.1",

"clusterPlanCode": "data-service",

"componentNameList": "[{\"componentTitle\":\"OpenLDAP\",\"
version\":\"2.4.50\"},{\"componentTitle\":\"Kerberos\",\"version\":\"1.18.2\"},{\"
componentTitle\":\"ZooKeeper\",\"version\":\"3.7.1\"},{\"componentTitle\":\"HD
FS\"\"version\":\"3.3.3\"},{\"componentTitle\":\"YARN\" \"version\":\"3.3.3\"},
{\"componentTitle\":\"HBase\",\"version\":\"2.4.12\"},{\"componentTitle\":\"Ra
nger\",\"version\":\"2.2.0\"}]",

"datasourceConfigs": "[{\"compType\":\"Ranger\",\"properties

\":[{\"propName\":\"DB_Host\",\"propValue\":\"192.168.0.156\"},{\"propName\":
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\"DB_Port\",\"propValue\":\"13049\"},{\"propName\":\"DB_Name\",\"propValue
\":\"ranger0207_4_sxy\"}L,{\"propName\":\"DB_User\",\"propValue\":\"root\"},{\
"propName\":\"DB_Password\",\"propValue\":\"t3015dEANNXxQbKytUnCpi+ir5lb
dkt45Zxm9BSO1YollowergDOdCA22hMVLDwhffona3fzZ4KANNW7fQpP84ZaKgX6
XRovjEsWJ0Gyn9ssONZ3nRI7jjOW08CnNNOMGRIirY30ebmYO9PsSucjVMGCPAply
hnjMefhGJHOFnvw4xU=\"}1}1",

"vpcld": "vpc-fr2xjol1gj0",

"subnetld": "subnet-vkixrw8xw7",

"securityGroupld": "[\"sg—72kksosxfn\"]",

"loginType": "PASSWORD",

"clusterDueTime": 1709795918000,

"userld": "bal4c8e729e447d69698f81ac7d506b5",

"accountld": "ed24e4b414a048b0a9cb995f59¢cc85dd",

"clusterCreateTime": 1707290310000,

"clusterState": "i=z{7H",

"managerVersion": "2.15.1",

"enablelpv6": "NOT_DISPLAY",

"createTime": 1707290309000,

"updateTime": 1707291860000,

"autoRenewStatus": O

]’

"total": 1,
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"size": 10,
"current": 1,
"orders": [],

"optimizeCountSql": true,
"searchCount": true,
"countld": "",
"maxLimit": null,

"pages": 1

TER K OR EHE

{
"statusCode": 200,
"error": "EMR_400010",
"message": "pagelndex,regionld A AETT, K{E",
"returnObj": []
}
R
ESE RS
$HIRAD

SR


https://eop.ctyun.cn/ebp/searchCtapi/ctapiStateCode?product=194
https://eop.ctyun.cn/ebp/searchCtapi/ctapiErrorCode?api=13726&product=194

& 50

6.2.5 CIREEE
FEOTHREN 4R
tliEER (2F8, BIEE/8AR) &

EOYE
SERBQ N ITE ,

ERE

o ZIRRIMBIE TR ILEREANITF task TRA.

® ZIERAKEVEREN core KEIHRANIREE AN 1-15, BIJLURE core TRHA,

o FEXIEHKANERE EHEEIFA master Fll core—1 A, B core—1 T RBYREE
73 3-15

o HEXKIUEMBSEHMHKBIAR.

components A EENT:

® data-lake HIEH
WNEZETE: OpenlL.DAP(2.4.50). Kerberos(1.18.2). ZooKeeper(3.7.1). HDFS(3.3.3).
YARN(3.3.3). Hive(3.1.2). Tez(0.10.1). Spark(3.4.1). Hudi(0.14.0). Iceberg(1.4.3)
A% HBase(2.4.12), Trino(406). Kyuubi(1.8.2). Doris(2.1.5). Ranger(2.2.0).
Kafka(2.8.1). KafkaUI(1.0.0). Knox(1.6.1). Flink(1.16.2). JeekeFS(1.1.1). Flume(1.10.0).
SeaTunnel(2.3.7). Pushgateway(1.6.2)
® data-analysis 2B DT
WAIELAME: Doris(2.1.5)
® data-service HUERS
WNEZETE: OpenlLDAP(2.4.50). Kerberos(1.18.2), ZooKeeper(3.7.1). HDFS(3.3.3).
YARN(3.3.3), HBase(2.4.12)
AIEZEM: Ranger(2.2.0). Knox(1.6.1). JeekeFS(1.1.1)
® cloud-search =%

WN%E4E M Elasticsearch(7.10.2). Kibana(7.10.2)



@VES T
AIiEAMH: Logstash(7.10.2)
® real-time-data—processing SLATEUER
WNkZEHE: HDFS(3.3.3). YARN(3.3.3). Flink(1.16.2). ZooKeeper(3.7.1).
Kerberos(1.18.2). OpenLDAP(2.4.50). Hudi(0.14.0). Iceberg(1.4.3). SeaTunnel(2.3.7)
AliEAY: Kafka(2.8.1). KafkaUl(1.0.0). Knox(1.6.1). JeekeFS(1.1.1),
Pushgateway(1.6.2)
® customize HENX
AIEAMH: OpenLDAP(2.4.50). Kerberos(1.18.2). ZooKeeper(3.7.1). HDFS(3.3.3).
YARN(3.3.3). Hive(3.1.2). Spark(3.4.1). Hudi(0.14.0). Iceberg(1.4.3). HBase(2.4.12).
Trino(406). Kyuubi(1.8.2), Doris(2.1.5). Ranger(2.2.0). Kafka(2.8.1). KafkaUI(1.0.0).
Knox(1.6.1). Flink(1.16.2). JeekeFS(1.1.1). Flume(1.10.0). Tez(0.10.1). SeaTunnel(2.3.7).
Pushgateway(1.6.2)
BE X SR AMF MBI AU T:
Flink k#5 (£5) HDFS. Hudi. Iceberg. Kerberos., OpenLDAP. SeaTunnel.

YARN. ZooKeeper

HBase k# (258) HDFS. Kerberos. OpenLDAP. ZooKeeper

HDFS KE (£288) Kerberos. OpenLDAP. ZooKeeper

Hive it (£2F) HDFS. Hudi. Iceberg. Kerberos, OpenLDAP. Tez. YARN,
ZooKeeper

Hudi k& ({£2) Flink. Hive. Spark

Iceberg ¥ ({£2) Flink. Hive. Spark

JeekeFS k# (£E) Kerberos

Kafka it (£2E8) Kerberos, ZooKeeper

KafkaUl k#i (£35) Kafka. Kerberos. OpenLDAP
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Kerberos &k#i (£EF) OpenLDAP

Knox &#5 (£58) Kerberos. OpenLDAP

Kyuubi k5 (£356) HDFS  Hive .Kerberos.OpenLDAP Spark.YARN.ZooKeeper
Ranger k& (£36) HDFS. Kerberos., OpenLDAP. ZooKeeper

Spark k# (£8) HDFS. Hive. Hudi. Iceberg. Kerberos. OpenlLDAP,

YARN. ZooKeeper
Trino &#5 (£58) Kerberos. OpenLDAP
YARN k% (£8F) HDFS. Kerberos, OpenlLDAP. ZooKeeper
ZooKeeper ki (£8F) Kerberos. OpenLDAP

EORTH

=

URI

POST /v2/emr/openapi/order/new

Content—Type

application/json

BRESH

7T
Query S%%

Kk header S

HoOFE o

BRI body BH

EKAK body %



iy
S SRR
cluster_n

String

ame
cluster_ty

= String
pe
componen

= String
ts

. . El .

region_id e String
available

= String
_zone_id
vpe_Id 2 String
subnet_id & String
security_ | 42 String

i

EREATR: KRETFEE,
INGFRE | BCE R
TR, mRSCRr 28

N

T

EERELRAL.

data-lake: ZXFi
data-analysis: AT
data-service: HAR %S
cloud-search: =%
real-time—data—processin
g SEIEER

customize: H & X

HER: 240

«’n IKI—E"]A;][:

TR ID

AKX 1D

VPCID

FM 1D

NG|

sjfw-test—1

data-lake

OpenLDAP,Kerber
os,ZooKeeper, HDF
S,YARN,Hive,Tez,

Spark,Hudji,Iceberg

,Ranger

bb9fdb42056f11ed
a1610242ac110002

cn—huadongl-jsnj3

A-public-ctcloud

vpc—n83zi9vuo0

subnet-8hzbyype9r

sg—zth4pgydhe

30



iy
S
groups_id
enable_ip

w5
V6
node_root

_passwor &

d

charge_in

i

fo

datasourc

e_configs

node_det

i

ails

Boolean

String

Object

Array of

Objects

Array of

Objects

i

H 3 IPv6:
true:  FFJH
false: XM
VPC ZH§ IPv6 HFERIA

true

5 root IS K
N 12-26 FAF, FHEG
REFEE, /INGFEE
BorMERsIReT S (IE
1:

~1@#$% " _~+{(1}:,.7)
AREALE root. toor FH K
KNG TG F AP 3
PR CA RSB BT
i

PR

RENS,

KPP EZER: W

“E Hive fll Ranger %4114
I, ATDASRIR B R,

ST 6 e R RPN R

Hodia e

B B30
/il

false

Juhwqge7h!21Da.

charge

_info

dataso
urce_c

onfig

*®

node_



B
SR %
A

- P
BH
DI
=]
charge_mode SE
period_type =
period_num =
is_auto_renew =

& datasource_config

ZH R
type =

String

String

Integer

Boolea

n

\

String

i NG|

VLA

TR
prePaid: M, RIG4F/H

JET A2
month: A
year: fUAE

JEI A

24 “period_type” A “month”
i, BUERN 1-11

24 “period_type” A “year” Hf,
BUEHN 1-5

e B2
true: J&
false: 15

BRI false

4 VLA

AR, Hive. Ranger

NGl

prePaid

month

false

N

Hive

30

detail

T
X5

T
X5
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B TR
SR REWME SR TiHH /il
pOp-d
*=
Array of N
properties  J& (KPS prope
Objects
rty
& property
R = Y
o S 9 ey
NE S KRR pOE3
£ FR: DB_Host. DB_Port. DB_Name. DB_User.
name & String
DB_Password
value J& String  {H
& node_detail
ZHL " SRR i HH 7w i) RIS
AT S H AR
master,
corel-11,
group_name = String master
task1-10, 7
H B BN BT
12
R
master T A4
node_num = Integer [H5%E 3, core f1 3
task 754

1-15 (FE=i®¥R



PR YA
S

H
node_size ys
affinity_group =
disk_specificatio o

7E
ns

#x disk_specification

praa
28

WHIE
disk_function 2
disk_type =
io_type =

String

Boolean

Array of

Objects

String

String

String

i

KRR ERE
core-1 7 54k

Hi/NA 3)

SIS

FEMEZ
HLEH -

true: JGEAI
false: >EF
BRI true

AL RS

VLA

A% 2
SYSTEM: Z%i#k:
DATA: ¥R

T 25 8.
cloud: =%

fE 3% 10 J57.
SATA: 58 10
SAS: 510

il 0k
s7.2xlarge.4
true
*=
disk_speci
fication
B T
71l
POE
SYSTEM
cloud
SATA



disk_size

disk_num

M Rz &4

V7

statusCode

error

message

returnObj

& returnObj

e 244

P

&m

W
=
b

Integer

String

String

Object

s N . T
e yie sl i hH il
X5
SSD: #w 10
SSD-genric: i f % SSD
WK/ 80-32768, A
Integer 80
{7 GB
iR REEEE 1,
Integer
Bimi 1-6
i HH 7 5] B0k
RS
B 200 200
4. 500
FEARED, R I, AR A% T
EMR_400000
B
FH ok i 24 w2 R AR ZS DA, o
N 52K 2
D E VAN B
i %
I S
returnObj
i NG| Tt
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ZH SRR i AN B SSES
orderNo String s 20221018153152727265

BESH

%

1B K 3k header 74l

%

BK url 7R=6I

https://emr—global.ctapi.ctyun.cn/v2/emr/openapi/order/new

B RAE body i

HHRIE R B

{

"cluster_name": "sjfw—-test-1",

"cluster_type": "data-lake",

"components':
"OpenLDAP,Kerberos,ZooKeeper,HDFS,YARN,Hive, Tez,Spark,Hudi,lceberg,HBase, Tri
no,Kyuubi,Doris,Ranger,Kafka,Knox,Flink,JeekeFS,Flume",

"region_id": "bb9fdb42056f11eda1610242ac110002",

"available_zone_id": "cn—huadongl-jsnj3A-public—ctcloud",

"vpc_Id": "vpc—n83zi9vuo0",

"subnet_id": "subnet-8hzbyype9r",

"security_groups_id": "sg-zfh4pgydhe",

"enable_ipv6": false,

"node_root_password": "Juhwqge7h!21Da.",


https://emr-global.ctapi.ctyun.cn/v2/emr/openapi/order/new

=22
O X2
"charge_info": {
"charge_mode": "prePaid",
"period_type": "month",
"period_num": 1,
"is_auto_renew": false
3
"datasource_configs": [{
"type": "Hive",
"properties": [{
"name": "DB_Host",

"value": "192.168.1.100"

LA
"name": "DB_Port",
"value": "3306"

Lo
"name": "DB_Name",
"value": "hive-1"

LA
"name": "DB_User",
"value": "hive"

LA

"name": "DB_Password",

"value": "A121daDAqw2A."
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1
5o
"type": "Ranger",
"properties”: [{

"name": "DB_Host",

"value": "192.168.1.100"

A
"name": "DB_Port",
"value": "3306"
LA
"name": "DB_Name",
"value": "ranger-1"
Lo
"name": "DB_User",
"value": "ranger"
LA
"name": "DB_Password",
"value": "A121daDAqw?2A."
}

],
"node_details": [{

"group_name": "master",
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"node_num": 3,

"node_size": "s7.2xlarge.4",

"affinity_group": true,

"disk_specifications": [{
"disk_function": "SYSTEM",
"disk_type": "cloud",
"io_type": "SATA",
"disk_size": 80,
"disk_num": 1

3A

"disk_function": "DATA",
"disk_type": "cloud",
"io_type": "SATA",
"disk_size": 80,

"disk_num": 2

1A
"group_name": "core-1",
"node_num": 3,
"node_size": "s7.2xlarge.4",
"affinity_group": true,
"disk_specifications": [{

"disk_function": "SYSTEM",
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"disk_type": "cloud",
"io_type": "SATA",
"disk_size": 80,
"disk_num": 1

3A

"disk_function": "DATA",
"disk_type": "cloud",
"io_type": "SATA",
"disk_size": 80,

"disk_num": 2

Lo

"group_name": "task-1",

"node_num": 1,

"node_size": "s7.2xlarge.4",

"affinity_group": true,

"disk_specifications": [{
"disk_function": "SYSTEM",
"disk_type": "cloud",
"io_type": "SATA",
"disk_size": 80,
"disk_num": 1

1l
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"disk_function": "DATA",
"disk_type": "cloud",
"io_type": "SATA",
"disk_size": 80,

"disk_num": 2

}
]
}
]
}
i Bz 451
BERBINA:
{
"statusCode": 200,
"message": "success",
"returnObj": {
"orderNo": "20221018153152727265"
}
}
0T R :
{

"statusCode": 500,
"error": "EMR_401000",

"message": "OpenAPI IAIELIR",
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"returnObj": {}

}

SERINMERBIRBI:

{
"statusCode": 500,
"error": "EMR_401009",
"message": "MKSARFITITRIAILE",
"returnObj": {}

}

EEBRIERA:

{
"statusCode": 500,
"error": "EMR_401004",
"message": "IEEIRIE",
"returnObj": {}

}

TBERSEEE B IR -

{
"statusCode": 500,
"error": "EMR_401001",
"message": "I5KSEEREEIR",
"returnObj": {

"cluster_Name": "N~ FfFea"
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}

BERSEETRRSG 1

{
"statusCode": 500,
"error": "EMR_401002",
"message": "IBRSEETH",
"returnObj": {

"cluster_Name": "RBERHZT"

}

}

BERSEETRRA 2:

{
"statusCode": 500,
"error": "EMR_401002",
"message": "IBRSEETH",
"returnObj": {
"cluster_type": "SERFERINTEE:
}
}
AASA Bl :
{

"statusCode": 500,
"error": "EMR_401012",

"message": "f)ﬂ*ﬁéegz‘%",

XXX



QO X#o

"returnObj": {}

HP Bl

{
"statusCode": 500,
"error": "EMR_401013",
"message": "FM T IP REFE",
"returnObj": {}

}

R

BEEIREHS

$HIRAD

BSEEIRG

6.2.6 ¥ REH

EOTIREST 4R
iR,
BEOY3R

2853 V2,15 BRI ERRABIERE T REITT &

HENNFF IR RO BIERSS . SEITEHERMN B E X555 5 core 5 task
TRETT B,

WY BNRBFLITLTIZTIRES, BHITFECHRE.

EORTHA

=

URI

POST /v2/emr/openapi/order/increase
Content—Type

application/json

BESH


https://eop.ctyun.cn/ebp/searchCtapi/ctapiStateCode?product=194
https://eop.ctyun.cn/ebp/searchCtapi/ctapiErrorCode?api=13726&product=194
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7c

Query 5%

7T
B3R 3k header B

%
IERE body BH

EKAK body %

=t B

S
WMIH KA
. Stri
cluster_id =
ng
o Stri
node_group_name FE
ng
Inte
count =
ger
) Bool
scale_without_start =~ &
ean

M) B2 S 4§
RS2

PEHA

ERED: AERL
BB HEREA SR

3

’/§'

TR A TR

P R
MASTER ZRZ47 55
HA ARV,
CORE #l TASK 2
R A B
£ 156

true: ¥ AEEAE5E)
M

false: ¥ J5/R30
M

BRI true

9%
ol T

22cbclcbe69edabel86
3e43a091cd02b7

core—1

true
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statusCode  Integer

error String
message String

returnObj Object

& returnObj

S SRR
orderNo String
BESH

.

B3R header 7Rl
.

"R url R

i HH i BEA0E
RS
B 200 200
Al 500
FEURAD, ORI, AR % T
EMR_400000
B’
FH 2R Ta7 3 24 1 422 11 IR S A Bl
e ok e
BN E B
#*
I ESTEES )
returnObj
i NG| Tt
MRS 20221018153152727265

https://emr—global.ctapi.ctyun.cn/v2/emr/openapi/order/increase

B RAE body T
{

"cluster_id":"22cbc1c6c69e5abe863e43a091cd02b7",

"node_group_name":"core-1",

"count":1,

"scale_without_start":true}

A iz 53~ 5

BRAINTA:
{
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"statusCode": 200,
"message": "success",
"returnObj": {
"orderNo": "20221018153152727265"

}

}

TERKBURA 1:

{
"statusCode": 500,
"error": "EMR_400000",
"message": "IBREM",
"returnObj": {}

}

BERKBRA 2:

{

"statusCode": 500,

"error": "EMR_400000",

"message": "HEIRIREFEERE FRATFEERR, FmM&ZA ID:
Ocfc7bb1e6ae48649a1749d0b5b3ad11, 7ERBERIITES: 20241206151843080993 ",

"returnObj": {}

}

IO 2F KM -

{
"statusCode": 500,
"error": "EMR_401000",
"message": "OpenAP| IAIELIN",
"returnObj": {}

}

SERINIERMURA -

{
"statusCode": 500,
"error": "EMR_401009",
"message": "MkS ARHITERIAILE",
"returnObj": {}

}

IRIERIETRAI:



w0

"statusCode": 500,
"error": "EMR_401004",

"message": "EIEIRIE",
"returnObj": {}

}
TBERSEEE B IR -
{
"statusCode": 500,
"error": "EMR_401001",
"message": "IERSEHREEEIR",
"returnObj": {
"count": "N int STEIRNEE"
}
}
BRSEETHRA 1
{
"statusCode": 500,
"error": "EMR_401002",
"message": "BRSEETLN",
"returnObj": {
"count": "fEERZT"
}
}
BRSEETHRRHA 2
{
"statusCode": 500,
"error": "EMR_401002",
"message": "BRSEETLN",
"returnObj": {
"cluster_id": "cloud_search KEERT AT B"
}
}
IBHELIRI
{

"statusCode": 500,
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KRG
"error": "EMR_401010",

"message": "FHES 2 ARG HIRIE",
"returnObj": {}

}

RS FE TG

{
"statusCode": 500,
"error": "EMR_401011",
"message": "FHERSFE, ETEATINELEF",
"returnObj": {}

}

MR BBl

{
"statusCode": 500,
"error": "EMR_401012",
"message": "MK EEE",
"returnObj": {}

HP ARl

{
"statusCode": 500,
"error": "EMR_401013",
"message": "FM T IP REFE",
"returnObj": {}

}

K&

BSEIREHE

iR

BZEHIRG

6.2.7 iRITEEEF
\OTHRET 4R

IRIEERE id BiT&E.

BO4%


https://eop.ctyun.cn/ebp/searchCtapi/ctapiStateCode?product=194
https://eop.ctyun.cn/ebp/searchCtapi/ctapiErrorCode?api=13726&product=194
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BITSEBELALT BITRSHRER IR,

EORTHA
URI

GET /v2/emr/openapi/order/refund
Content—Type

application/json

BESY

7T
Query 5%

Query S

28 EEE ZEERE W 6l

id V= String o yica 00¢3204292996955752f073c995alcch
3K 3k header S
7o
1K {K body S
7o
M 2 S5
M Nz S %58
N 2%&% Y, f— Téﬁx‘_‘l‘
P = H Nl
28 7 i il %
VINOYLE
statusCode ~ Integer  FZ: 200 200
4. 500
a4 O RS AR LB, L
message Siring Elélﬁll_é‘l R4 R IR S DA R b B R SR
[= pIany
error String  F51RMS, RN, ANREHZTFE EMR_400000

returnObj Object R [AIZ5HR



O X85
BEES
x
18K 3k header -6l

%
B3R ul =G

https://emr—global.ctapi.ctyun.cn/v2/emr/openapi/order/refund?id=00c3a0429299
6955752f073c995alcc6

B RAE body T

7
A iz 53~ 51

BITAIh ) :
{
"statusCode": 200,
"message": "success",
"returnObj": {
"errorMessage": "",
"submitted": true,
"orderPlacedEvents": [
{
"errorMessage": "",
"submitted": true,
"newOrderld": "1825ded866c7485fb3bb4918e4e3b805",
"newOrderNo": "20241202110327910353",
"totalPrice": 7223.04

}

ORI :

{
"statusCode": 500,
"error": "EMR_401000",
"message": "OpenAP| IAIELIN",
"returnObj": {}



w0

8 9}? SEETRBI:
{
"statusCode": 500,
"error": "EMR_401002",
"message": "IBRSEETH",
"returnObj": {
id": "TEERT

}
}
SRAEE/SETRITRRA:
{

"statusCode": 500,
"error": "EMR_401004",
"message": "IEEIRIE",
"returnObj": {}

}
TRIRTT ISR f -
{

"statusCode": 500,
"error": "EMR_401004",
"message": "IEJEIRIE",
"returnObj": "clusterState: B4 IE"
}
’If"ﬁ%
BSEINRS
%‘“ﬂ
BEEEIRG

6.2.8 JLEEHEL

EOThEES TR
e QR HEIRRE R TEER I, RAARKAPBANEIEFRMG, RESHNES
%&\ %‘:E)E'\gy lt_,\rﬁ%E\ Y#FZZQ%M”’_ _l;l_ Tho
BEOAER
SRV ITVTBITRE


https://eop.ctyun.cn/ebp/searchCtapi/ctapiStateCode?product=194
https://eop.ctyun.cn/ebp/searchCtapi/ctapiErrorCode?api=13726&product=194
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BOREHA
URI

GET /v1/emr/doctor/openapi/meta/hive/overview

Content—Type

application/json

7
Query B4
Query &%

ys

" 5 ¥ B
S N N H S
b e TiHH i

H

clusterld & String Rt id da595eb1d81503b323fdc01d9bf786h7
BEAR IR S, RA
timestamp J& Long = Unix BEIEZFE/R (BAf7: 1700000000
)

3Kk header S
7c
1EKAE body B8
7
D) VA 21
o R 2%

S .
B SRy b Tt
statusCode  Integer RIS 200

) FH St 24 12 10U AR S DA S b LR
message String g success
/—j—\‘/fﬁlm\

error String  F5iRAS, TWERBEIIE, AR EHZ B EMR_400001
returnObj  Object 1R [ Z55H returnObj

BESY
%
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B 3K 3k header 7R
7
Bk url =6l
https://emr—global.ctapi.ctyun.cn/v1/emr/doctor/openapi/meta/hive/overview?clust
erld=da595eb1d81503b323fdc01d9bf786b7&timestamp=1700000000
B K body 76l
7
Ml B 73~ 51
1B KB INIR EE R
{
"statusCode": 200,
"message": "success",
"returnObj": {
"databaseCnt": 5,
"tableCnt": 237,
"storageCnt": 10240000,
"fileCnt": 12223

}

B RKBUR E{E R

{
"statusCode": 500,
"error": "EMR_401005",
"message": "ZERBEIZE",
"returnObj": {}

}

RS

BSEIREHB

R

BB EHIRG

6.2.9 THIEEERES

#OThREN R
iR ONREERER THEERNITHIENINGE, BPMASE id. [HEEL. Hive FE&. Hive
KA, BRESKHZROXXER. FHEAN 2REEFTHE.


https://eop.ctyun.cn/ebp/searchCtapi/ctapiStateCode?product=194
https://eop.ctyun.cn/ebp/searchCtapi/ctapiErrorCode?api=13726&product=194

=23
Q KRS
BEOAR
SR T IBITIRGS.

BORTHHA

URI
GET /v1/emr/doctor/openapi/meta/hive/tablelnfo
Content—Type

application/json

7
Query 5%
Query %4

=

% B B
5% o i H l
SR ) i 7 {5l

H
clusterId & String £ id da595eb1d81503b323fdc01d9bf786b7

BEAR A IR, DA
timestamp 2  Long  Unix BHEIEFE/R (B2 1700000000
i )
databaseName = #&  String Hive 54 test_db1
tableName & String Hive £4 test_tablel
B3R 3k header B
7
s
BRI body BH
7
M iz B4
VR
o %%* 2 N —

B4 2HE o FYg
statusCode ~ Integer JRZSHY 200

) FH oK T3 24 i 22 11 IR S DA B B4
message Strlng Success

EE



O xBc

BHk

ZHL _;jg P 77 1]
error String  FHIRRY, TERIIEF, R EHZ T EMR_400001

returnObj Object iR [nlgk
BEESH
7

153Kk header 76l
7

BK url 5R=6I

https://emr—global.ctapi.ctyun.cn/v1/emr/doctor/openapi/meta/hive/tableinfo?clust
erld=cluster-12345&timestamp=1700000000&databaseName=test_db1&tableName=

test_tablel
&K body 7R=EI
7
Ml Sz 77~ 51
BERAINIREHER G
{
"statusCode": 200,
"message": "success",
"returnObj": {
"clusterld": "da595eb1d81503b323fdc01d9bf786b7",
"databaseName": "test_db1",
"tableName": "test_table1",
"hivePath": "/hive/xxx/xxx/xx",
"fileCnt": 100,
"storageCnt": 204800,
"avgStorageCnt": 2048,
"lastAccessTime": "2024-11-06 01:09:37",
"isExternalTable": false,
"isMisDelete": false,
"isPartitionTable": true,
"partitionCnt": 20,
"iceFileCnt": 1,

"iceStorageCnt": 20,
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"coldFileCnt": 1,
"coldStorageCnt": 1024,
"emptyFilePtCnt": 1,
"emptyFilePtFileCnt": 2,
"smallFilePtCnt": 5,
"smallFilePtFileCnt": 5

1B R K BUR EHE B

{
"statusCode": 500,
"error": "EMR_401005",
"message": "IZEBNEFE",
"returnObj": {}

}

W&

BESEINERS

Rl

BSEHIRG


https://eop.ctyun.cn/ebp/searchCtapi/ctapiStateCode?product=194
https://eop.ctyun.cn/ebp/searchCtapi/ctapiErrorCode?api=13726&product=194
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7 & je)

7.1 FmEiadE
7.1.1 B MR ZFHALBHSHATFR?

B MR SREF A LRI A EMAIREIE Hadoop, B BTSCHF Hadoop 3.3.3 JRAR, FEZHE
EERNRHEER S FIEXRRERAE.

EIR 2 2 o] I e FFB R MR 7= G R iE 45 A Doris 2814, Doris FFHRED T BB 04
BES1. HEIBKIAIRHAY Doris 4 2.1.8 JRA,

EZHE MR = RPHHERIES I XS A AR AR A .

7.1.3 EMR BEZIGEREME?

LA, EMREHADTREAIHERME, Eit, RAERFTEE VR £855], B
WETUVEEFE, MEFEANEDFRIEREZREE %R, M. EURAE = (CT-VPC)
P BT EENTIE.

7.1.4 EMR RN R R EISMERIE?
LE, EMREHATSEAIHFRERENE. ERAINETISHNEE, ETH
MR EEREHH Y Master, Core, Task T9 mZAIRBHITHRECEMARIRIE,

7.1.5 B MR EHR B Hive on Spark?

LF7, B MR ERETM Hive IR, BUAREAYZ Hive on MR FITTEAE

B AT AT BIFE MR £85, #HAE MR Manager FIERES T I17E Hive FREH
RESETT, SEUEXEESH. B2 Hive RS, 52 Hive on Spark FYIHEIEAR.

7.1.6 AERRAE Hive Z BB ETIAFER?
Hive 3.1 Bk 5 Hive 1.2 IRAMBLLARBABTEEZDNT .
o FERKBIAR . Hive 3.1 AKX #F String 55X int.
« UDF "3, Hive 3.1 BRZS UDF [AAY Date ZKEV K 4 Hive A B,
- RS|ThEERF.


https://www.ctyun.cn/document/10224959/10296662

& 50

o BHEI BB . Hive 3.1 ARA A UTC BHE), Hive 1.2 BRAS Y 34 HbAY X A je].,
« IRFFRFEE: Hive 3.1 FlHive 1.2 fRANHY JOBC IEFNAFER.
* Hive 3.1 Xf ORC XHFNBKR/NE, TRIZEX,
* Hive 3.1 JRAFIFREER & A time K951,
L57, BMVRERRENESRE. SN 3.1.2 lRA Hive AMH6EH, BINEFEF
B MRERT, RaXREm LS L Hive R RANFRIER.

7.1.7 EMR BEZH Hive on Tez 1 Hive on Kudu?

LF], E MR EEEPA Hive B, ZFFHive on Tez, ETALFF Hive on Kudu T,

B MR ERRE, BIAZH Hive on MRIRR, BFTTINERE MR £/FF, @il
ANE MR Manager 26, TEHive REMEEEIET . BRUEXEESE. FHEB Hive
BR%5. SSFL Hive on Spark YHEFILERL,

7.1.8 EMREBATEL var/log BERPHHEXHER
BIE?

EMREHAT R LA var/log BXH, T 7 BERENEXEE. *25XEMH
EEIEMURE MR EESNBEBHELFANNBRNEITEE. UAERRFS=EVINRS
BUARE MR AGEFHRATEMNNREHIT.
c S ERMRGHEXE, FEWEFHTER, ZREETS/ERE. F5lk#r
FAHAGEREA ] A (o),

* SN ERMNE MR ERNBHHITAS BUEFAETURENER, BIAEEHESE.
IMRFBERBE, MAEEBEEXDEAZHBSHITHERRIE.

7.1.9 Kafka Sz 1A BB B HRLL?

Kafka 3P0 R B935 18] 5231 . PLAINTEXT . SSL. SASL_PLAINTEXT. SASL_SSL.
L Hy, B MR ERFEAIAKF Kerberos @2 WIEAR S . Kafka tN KB I {F A SASL_PLAINTEXT,
SASL_SSL iXpgFh,
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7.1.10 B MR =@ Hive TTAHEEESEF B MySQL 381
ng?

LB, B MR mAZE Hive THIREEANE MysaL X8, WE MySaL RE&E
ZITMRENSTA. 5%et, BEZARNRZARNEARER SN, BRREAHKER
DB SR,

EE M EHTBORER, BT LRAFREE, THMAEXERINE, RAEERTS
TR RE = AN EIEE SRR EEE MySaL iR (CT-RDS MySQL) fEX Hive
BRS BITTEIEEE.

7.1.11 BREXIFENE MR EB PR IP HiE?

LET, B MR EETMNT S ARNIFHEH P it 3B2ITE 1P £ kE MR £ IR @
FERE. SBEENEMEHLESATRNE. BNEFAEFBE VR £8F]. ZETITH
X F1 VPC B9FI K.

7.1.13 E MR BEEEHISME MR Manager 71 H X 5l 58
A7

BRI RIEEE MR EIREH B A9 E MR Manager" TUHE # A2/ E MR A9 Manager T1H .
EIREH B H Manager WA X BIFIBXRIES % 3k

EHRE E MR #£F1E | B MR Manager
BEERHEMER. IAMEL X R #
EFR. ik, 40T/ MyssEtt p X Fr REFF
BIEAF X E5;
BRERE 3% ST
VhleEE Sk A X REHF
BRRSE. FILRS. RINERRS REHF E5;

B Bl BB, REL. RAERLH | At E5;
TELE. FEER R Tk
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HRBRE B MR #ZHIE | B MR Manager
LDAP F A B AXH; XHF
EHSEEEE K% L

7.2 7883
B MapReduce SZi5HPLETT3EA30?

B BIE MapReduce X#F [BF/BA]1 5 [%F] WiitiRR.

¥ MapReduce I\ PR TR ER B FIREE?

RARUTEAFAROBEIRERFHE. RTHENSEERE,

TQSE B MapReduce B E S {FHAth % FAMD?

&L E MapReduce SEREHT, THRFMLEM P F~RATHEAMIBEIFR K.

B MR Iq4EsE?

BEIE MR XFFEHRSEHEERTIN, BEVTBNRTEENESS. JUELE
MEMSH= /T ITTREE —SITEE WARERMt RIFEEITHN~R, FREF
SERLTF R ETRIESIT B B 5h4:FTh6E.

7.3 ML,
RE LR IFE M ATITIME MapReduce?

E 873 MapReduce B FEEZR 1. PR 1. f£db 2. L 36, £ 2. ®iX 41. FREE
3. AL, M7, BR7. B 2-AaNF—X DR BRLLEE RESHETRESE
AR,
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¥ MapReduce T {TA LB RSN TFE?

2 MapReduce 121t B BT 7Y Hadoop, B AT 3F Hadoop 3.3.3 kxR, FHEMEHXEH
R

¥ MapReduce 1L Ll iR A KBRS E?
2 MapReduce WS =T EEHE 6 . $IEHTS. BUEDTIR. =Ry, EUB
BR% . KENEUBRBEEX D=,

e ok

T

B BHMERE T SNNEEER Ik
BT ARRTHE B S IR L 5 O RUR
Are
BRI

AR Apache Doris: FFJEHRY MPP 224819 OLAP 7347
BlEE, HHTHEMNEIESENLSE join.
=%

=% KL AN BRI SR A . S 1E8E
BEEMHRE . SRS EES.

s BIRIRS

7 REERE TR NSRS R

SRR

KE SRR BEERRITE . HEATISERES, TERT
SRR ETL FIE SRESHEHE,
EEX

EEX BHEERENRSER, SHATEEY
SFRERS.

B MapReduce /= S FERPL TR 1T?
% VR A2 P I VR RS TR B RO G R, T S A
AR AL,
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7.4 HBEdk
TR P

1. Plroot HPEFRAER— Master TR,
2. BFTsu — omm &%, PIHEE] omm B,
3. HfTcd BERmRERR . VIHREZ .

4. 4T source bigdata_env 5%, BLERREE . MR LAIEREE B Kerberos TAIE,
AT kinit BEWSAFINELRIRE P . RS BTEFAR S Kerberos IME, N

BT

5. METEEEMNINE. THTAGNEFHTS. HINEFAHNEXRER.
T #1T HDFS & Pimapd hdfs dfs —Is /&% HDFS 1R B F 3044,

EB T IR TR KA Spark {ENL?

EEMREET, ERFXIFIRA Spark. Spark Script #1 Spark SQL FZTXAY Spark 1EV .

B MR EBTERESEXEN 0F, EATLER Spark £55
mg?

BEMRERNEATERRRAENN 0/, oA Spark £55.

Spark {EMEAY Client #23XF1 Cluster BEXF (T A X H1?

2 YARN—Client 1 YARN—Cluster RERAIX A Z BT 7BEHE — NS . Application
Master,

£ YARN A, £ Application SE5I&RE — ApplicationMaster #F#2, 1= Application &
B ABE. T I ResouceManager 3T XM R ATE, HRABLIE 57
NodeManager A /25f) Container, MIREXAYE X i YARN—Cluster F1 YARN—Client 2T AIX
BIE SR Z ApplicationMaster FHFZHIX 31,

YARN—Cluster 8T\ T~, Driver I5{T7E AM(Application Master)d, B[ YARN BHiFHR
B BEVOETRR. 4 AR T 25 T EH Cliont, 1Rl RAKSTE YARN
Eiz17. B YARN—Cluster X AERIETRX EREM L.,

YARN—Client 423\ T*, Application Master {X{X[a] YARN 3E3K Executor, Client &F1IEKAY
Container BIERIEE L{E. thmiEit Client REEEFF.
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AT ZooKeeper Y SASL FAIE?

1. B%E MR Manager
2. EFEEEARS > ZooKeeper > ELEEIE ",

3. EENSHZERFEENA > z00.cfg’, RE, BEFZEEXHE AN S,
ININBELZFR . zookeeper . sasl.disable, FRNINSEUE: false,

4. HEEMSHAZEFREA > BP, PTERERD L.

5. =3 ZooKeeper fR%.

FEE MR £BIME PRI HIT kinit HEE Permission denied”#ll
fribEE?

(B RAELR
73 MR BN R ERE T B HEIAT kinit SR

—-bash kinit Permission denied

W7 java L EHWT -

—-bash: /xxx/java: Permission denied

W7 |/ java Z#EE57E /JDK/ jdk/bin/ java T S EBIZ XX HFHITPRIEELES

FERES#

147 mount | column —t EFHFEMADP XK, LI java FITXXHIENES ST X
RZSR noexec”, HETMEPRRER MR & FinfTENEBIEREC B noexec”, RIZEIE "3
HXHHIT, MTTTEER java 5

BRT5 %

1. Plroot HFERE MR BEFIHIET R
2. FEBR"/etc/fstab” XAFHE MR B Pk EE A SR Z A ECE T noexec”,
3. 4T umount S ENEEIRES. AFEEINIT mount —a EFHEHEREIER.
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7.5 BT,
BEMRERTER, E%E MR Manager WHRERMHA?

RGEINEFE MR Manager IIK-S 24 op_admin, AT IXERBIIE MR 258 F Y
R B R Bk THE) 22 MR Manager,

SHNENERTERMTA?
B REWEER VR ERFFBHMEL, MELHE, THRAERHNEMEART
HETRER. SN 2,16 RN LRARTEREE,

HYZHEMESTHSER?

R BT IEEE MR Manager BRBEIETUE , 76 vars. yaml ORSRREREN. %70
GREHELT A EREHAN TR, SHUATIERRERS. 219 Ak, THE
8 ST & — SRR 55 B TN Elastiosearch 414 BFRDHFTISH.

LDAP Z M EEE?
LDAP ZFB O] HI{EE MR Manager LDAP FHAEIETIHE , MEFEEXEIBAY LDAP A,
HENZEAFHNEMEETHTEHES,

Manager T EBERZIFEE?

YR EFNEAEER, BRERTESE.

7.6 MESHUPRAE
AMEEHERRIIRTEAINSTTHRIERH?

THREXEM ZH8R. TRERFIIRIENIETTHNSESE. N TETRS
B fTeAE M SAE.,

HEE AFEE ABREE
+ g WARRIIRT A REE ERAEHETREWHRE L 54 B 5
EHEN EHER jhi- 5 RWHE K& IR E] B
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SERFLEAEH: JE5EERMACTTMERENTRL, FEEUHL LA
ERENT B ESLER,

fod:0E 323 Tk =] AEERE
IERREBRT v WA BRD v WRAEHERARLRE HE Bl #
RHED T o fumE #wE L] "
FFRABERE
BOIREHABAEERARATWRABRER
o 10 v < >

2. RERBASERMELYIENNER. KREERAE KSH O —G—FMAERS
TEEH . RBEAAATHAEELVIENR.

B R OB A A AR ET A WINE EAENRMATR AFAAETER R
T THE MR ERNR. BEEARNG, NRFUTE 1 29REN. TRATEE MR IZ
HaFEEZALTE TR,

R A HS Kerberos TAIE, B MR B GERSZH U5 RI1UFRA
97?

EVREMATBIIRES BB BUEIRS . SN EIR RN L S5 R REIAFT /S Kerberos
INIE. T Kerberos IAE, 7 8ESLILA BRI AR E .

B MR ERAETRIERESR, ZREMEIED LSS REIFINTGER Kerberos TAIE.
Hep, BRSO ESHERAETHENRED T, EREALH,


https://www.ctyun.cn/document/10345725/10355825
https://www.ctyun.cn/document/10345725/10356399
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7.7 SEEEIES
WAER BEX REHSIZEE MR KE&?

1. HBEM FR—EKNRREIFERT. A1, fib2. BiEgs6. £ K
M4 AR 3. AL, HM 7. Eé’? 7. PR 2-SMNEIRM, [REESERR
M5y : 38

2. BIEE MR EEH. ARREEERARBTHENRLE = VPC HEIZRBXE
E A RN AR T,

3. BRRRZ-EALEZ S URENLE S OES, BRAE %
TR RFEDEIEMEX VPC MER, BRiIAA“192.168.0.0/16

4. TR ERSRE, EREIRO-MEZES S hREG - AL, TIUKR
ACEAY VPC BEIARINTRINREAH, B BATNTIMIEEEXHNRE4A.

5. ZEEIEE MR EEN . FERINE MR Z AT NGB E RN,

IRESEAD. ERESIENRAERM

19.128.0/20 LAT

iR 192.168.0.0/24 (3

WL E MR EEBERT, $RAF HDFS. YARN F1 ZooKeeper ZH {430
fAribzE?

HDFS. YARN # ZooKeeper 4Bl 278 MR SEREIVEIEM . HUIEMRS . SERTEUIERH
BEXWEHEF, HWLE MR LB, MRTEEFEE|HDFS., YARN F1 ZooKeeper ZH14
BERIANL S REFESER, BIIMEETBITMN, ELTHAXAHNTIE. T8
MR B ERFBHBETME. BFFBITEE MR Manager EE & &EFEE| HDFS. YARN
F0 ZooKeeper 2R 14,

B MR &R AT RRIERAMAER?

AT UYIHR, CIEEREMER T RBHEX TG AEENERTIR.

P €122 B SR8 A9 AT Hive B Ranger HBLHFE?

Hive 55 Ranger FI{EARBTHIBERE, HEEEHMNEEER. BSBREFE.
LR, XTI RT1EE MR Manager #E Hive X Ranger VSRR IRSIFIBE T, EIGAFRIERLEEF T
HEERE #TEEEER.


https://www.ctyun.cn/document/10026755/10028487
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7.8 EHEEAE
7.8.1 {EAHFEFAQ

MTEESRHERERFR?

- SR THAEAER MR 2 8 R RFRRENEMEBELSTE ., JUEEREFNER
EEFLE. BRESKEHRR. CEME. 58 KEERAR. AHER. VPCHZ
2. TRANIEIRNGEES. . TRpSKOIREMTHERTE T iZ& T
ERTAERE ). T REFIIGES . FEEX SRETERERR, 2MTLE
BEHSE, MNAMALES.

« RIERITEE MR Manager, BMEE EASHKE P EEEE H, B EEAREA P
BEHRERS . TUEENNEHRSTENLREIIREER.
HLR Master T 2 FAE T EXHIG?
B MR BRS EREAY MASTER/CORE/TASK 5 SAATEH TRRBFHRA . £ BAahAK XHE
£, YAREHEEBaMAANREE THEALTH. ERFEIRNZE. EREARZ
RELAFELRENERHRS. ARTREBEMEEHRSTIFA.

B MR KR PREMEHRETHER?
B2 IRAERIF AR DR, MBAEEAAOIET DB RE] Manager TUERI4ERE
AR %5 TUR BB R AV A AR

INEESA RS HHRE?

SHEURTHEEE MR 24 5 BEREAMHANFIER . R E MR Manager #EA KX
HIEZAEIEYE, A 45k E #N'EEEE TIH, fTNEA AN R %
., B AEBHEN SRS E X HERE.

KRR EERE d
aEn
FREERRS HDFS =30
@ FFHE
& EHES
2 = EREE + 2-dataDir/hdfs-sitexml B & @
L PSR % 45 ke REXME:  /et/hadoop/conf/hdfs-sitexm
n s v Rt = R XML
& iz sEE - £ 6-dataDir (1) R EEmE
FAEHR & client (3) EEE MOZI-HDFS-hdfs-site.xml

| EEE £5 default (7)

EBEEI= SO\ EES + ERETEIRE
IS IV S LSS UG -

BERHE 5000
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MATHE Ri%?
« BEXE MR EEEHE, B HNER BEHiEENERZR, #AEREENE.
s B RAER teb, B RHER PRI B in AN BE THE Fimn'#%50, BIof T
HEMRSHNEARESR.
WA RE/ SR E SRS

- BRE MR EEETE. RIS BOEENERSANR. #AKHERNA.

« BB MR Manager'tab, BH3 B REIRS. HARHRSIIRNE, BhHELE
16> BRI RE RERS S PR REIRSS . BINRIERTT iR B/ F L TR &5
BR%. FAFTRENT.

TR EREEHRS?

- BEREMREEEA, SE RN BHERNERAR, HEAEHEENE.
* BB MR Manager'tab, BHERHEHMBS HANEHBSIIRNE. EFERHE
BOEERS . BEEHRS ARHNERRSIEEE. SdcgRIE>RHE
BERERS . HANRNEREHRSTNE . RE3ISHT T—S8RIE. SiHR

B RERRS ERET.
W{TELE YARN BAFI?
- BREMREEEHS, BE RSN BHISENENET. HAEREATIA.
. BB MR Manager'teb, BB FAASHE > YARN BASIEIE", BN Wi EBEET

YARN BAZVECE . B335 FEAF]. BahBAS. ST, RERIIFE. AR
K. ExeREMEFRE.

A4 & Keytab?
- BREM BEEFE B BRANER BTISENERSR, #AKEEETE.
* BH“E MR Manager'tab, R R P S5HIE > Kerberos REFIE", “EBETAH

Keytab, B SR TEH, HIHK Keytab BAE, HFBIREN, RABAEXTE
BHAEFG TRERAT.

IMTEESRHRS HEXR?

- BRE MR EEETE. BR RO BHEENERSR. #AKEHEENAE.

© Bd7"E MR Manager'tab, BB KRS, BIiEERERS . HAKHRSHFE
H, BH SRR 10 EEZEHRSNEERE.
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KEREGEETE
- Hors [T [t ||
—
1K Rf EREE a3
| & =&
| <
BAER
PR __ .
FiEeESR08) iR B)
LA :
- P
Ker m 256 KiB B 6 3
YAl
[1]:]
=S
Mk namenodefF{HE BB datanode{i755 7 datanodefFiE & BEAS EHHAE
e B
B =
FETAH
ACiE,
TR
- TiB
= = ‘ 0
nnnnnn EiTRE iR 235t 5§ s TR SRR &
MameN 192.168.1.106% 92
journal... EiTRE 1 Ans#f FHIE, LS. rpeiE AR 24AT7H... A EHEFRIO Exce
192.16 & &

7.8.2 IMAEBRAHEE?

B VR M ERRE R RORRE A, N BORRTE, TUSERE%
BEA. REKEREH, TRRURAET, CTNSEEIRATHESE, RHEHES
RBFNRTREEREINEE, FERBTONEEBETRE, REREEELUT.

- BEit. REKFEEBET, TUEFRAEKHRE.

c BITH . KRECTAHE/HELITNI. EEEFET.
FEAILE. BHKRB/ FRERRNEL TUERRBRA.

s Bh STRITRRER. SETARRT.

« E&LE HNEZRIIE 16 RKEHFEAFTITRIITHNER, SBRAELL, &8
LSRR

© ST REEREHTEY]. BRSTH.
« DA% HNCARHARET 156 RNER, ARSEAERE. SHRaIRAE.

7.8.3 MWEREHMMAHAE?

RIES TR

1. BREWREEEH S

2. EEROER BP—DETHNRREIRTEEER. #ARHER
3. HE'PAEE TEHEE Master T8, EFERHAA Master .

4. BRIZDRANN TREERE .
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5.

6.

7.8.4

RIBFAEIR™, WA Master TR FAZMNERL, BRE. BS54 root el
EEHMTENT,

HEAMNARHNAERRX, EFHEXET.

WHTHLT RB RS EE R

RIES TR

PBR—

1.

BNk E

BREM BEEFE. BOBRNER . BOEENSERR. #EAKHER
T

. B#"# MR Manager'tab, B "BI1EE MR Manager’,

. HNEIE MR Manager MUJE, BHEE SRS HEANEHRSIIRNE.

- BFEERERS, RERERSERENRHRSIFENE.,

- BHEEEE e, BEHREH, RHEEMNRESR, NEHANETZEE

REAES . NEEHITER, BREl/ERET R ER R,

RERY

. BERES A, #EANGRLEENA.
. BR'EERS RANTRERLITFHEATKER L FERE, SERERLH

K. FHEHERPEM.

EEEX

. BEERSTRE. BEZEHRSIFEIE.
- B BHBRE>RIEREHRS . WEHRSRINE BRI TEZUELRH

iCE.

7.9 REELEHE
7.9.1 BT Spark EFHRAFA B HFE ML IE?

Spark EFAHFARENBEERER A EBBITRED T,
B spark Zi—NIFIREVE N TE 4 off—heap F heap WEP DN TE, F— IR ER I BER
EREFREMNIER.
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off—heap EAERIER

off—heap RTEEA

AT H—FHRURNENEAIUEIZES Shuffle BFFHEFHIRER, Spark 3| AT SN

(Off—heap) HWTF, HZUMEERAETENRNRGZHNEHFTE, FHEELFIMLHZ

I EE

FF JOK Unsafe APl (M Spark 2.0 7195, FEEIREINIFHEATFHABET Tachyon,
meSHHMIHITAGF—#, BT JOK Unsafe API SZ3) |, Spark TJINEZBRERGHEIN
WE, RO TABENRGFEE, MURMERN GC HEMElr, =BFA 7TAIEME, HIMA
o] BB R IR, T B RS REEE S A= 8 0] IAEHTTE . PTRURLL R
RERRER T EENME, HERTIRE,

off—heap SEMFNTH BAH
Spark NN TFERIA/INET UE spark . memory . offHeap . size 2%, spark off—heap =[] R
A execution F storage 1:1 FWERD, WEPD YIRS E.

off—heap F~ &

BRI % A offheap & L2 executor i , map task Il shuffle B &, B F
ShuffleExternalSorter FRAFEE AR, SEATFARE.

ItEoh, £ spark native A, spark KB ZHIEMA spark off—heap WAFER heap ATF,
E I, spark off—heap ZEJE shuffle = T thEe G BRZE off—heap HI7F.

WNRFFLE off—heap WFANBE DL, o UBEZIN spark . memory . offHeap . size SE FER
shuffle AFFZEHX K/,

heap RERBHER
spark & heap 77N T3 F)
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Storage#F
HTFEEHE
fhspark.storage.storageFractioni2
(BRIAK0.5, HE—ATFH50%) Storage (Usable*60%*50%)
s 5 BLEI Unified Memory
ET R AR NITT (5 F7T 77— B—AfF
Execution P 7% 75 o Fi 5 3728 UK Eﬂ;ﬂ;ﬂiﬁ::mﬁg

5% (Spark 2.0+ BRIAY

Execution#F Execution (Usable*60 %*50%) 0., ‘Simﬁ P77 1360%, Usable Memory

T B Tshue Sk LESAROTS) armpg
SRR A PR EEE, ETRENGRE

#11- spark.storage. storageFractioni? BEHT
* L xE
S—— Other (usable*a0%) S ———
= Spark A ERTEIE
| ~ Reserved Memory
£ S0thertiF) System Reserved (3oom) }‘kﬁm’iﬁ

TRME BN BRiA300M

JVM On-heap W7F

B Mo BHER LTS ERFRENEL.

Spark & heap AITERH spark . executor . memory F1

spark . driver . memory &Y

Spark & spark . xxxx .memory [AI¥F4 4 user heap (other) . execution heap. storage heap.
system heap (300MB) |,

spark .memory . fraction TJ YR % x*spark . xxxx.memory 4> E| ! heap storage 1 heap
execution FERSY.

Heap storage

Heap storage {EF
Spark Heap Storage RNf7FH T 1Zfi& spark Rdd cache,

1 spark SQL At o] AT EfE view. B(fFfiE cache table fY3k,

Heap storage &
Heap storage NE—RR &L 7E executor i, T B &R A cache RDD K%L 7T, FAREH
BHE, 5 heap execution Z[8], SE/BLE X BT executor A heap execution ANIZFH, MM

==X 9

H&o

FATET PUBIT spark Ul Z2F {ENVAY storage EIK, ENLEZERY executor Id, ZF cache
AIK/N, 5 environment EIN-KHIAY spark . executor . memory fEEXT,



& 50

XFERT, FATTIUEE, 10 spark . executor . memory, B3 uncache E{Z& drop view
KREZERRDD 3 cached table,

Heap execution

Heap execution {EF
Heap execution o] [T &R NEIE.

Spark RAFITE, FEHH ROD B partition AR FH, XMEIEIEEYY blockManager
BEA

£ spark shuffle map stage 3# reduce stage #EZAEIFIANIRIE.

Heap execution T PAFF shuffle Z2HMX 1 FHl{bRFFL.

Spark AY—LE{5 ] heap 28X #E1T shuffle A9 R FEEHEL heap space,

Heap execution S[EAE

—RBENNEIREASHERE T HIREH .

spark shuffle map task I hdfs X{EEREHE.

KA TE shuffle map stage, spark THEIEEN hdfs SC{EER,

XM XHRAKEARTDE, FEREERZEARAK, S5 task memory 2RIFAK,
#B1F 1/n BY executor heap space F executor storage space M Hl, (AN n & spark executor
A running task (8 ) .

9AR hdfs AR IUD BIEN task, ZIHEM spark . files. maxPartitionBytes 43 F]13RE
B9 hdfs X1 BF 3K spark. executor. memory ., B2 /5 A& A T3 hdfs KICHFERIENR

R hdfs SCHHE grip XFROREIESE, TTALRALH A spark. files. maxPartitionBytes
BE ELS EFREISA hdfs BIXXHERETHEH.

spark shuffle reduce task 3N shuffle block 23ERZ T, it 2 & EEIEMAL.

— % shuffle block &R S/ IMBEAIFIA reduce task I, LTINS spark &M
LEEE spill disk,

IR HIN reduce task FEENIBA shuffle block 3#F FHAFBAR, &FBEIERNTHK
KR, TEHEE OOM,

LbRS spark = task BRAE, ST RHRIZER. WREBIFEA shuffle block KK,
N& REHKLE task failed 5.



=5 —
Q ARG
LB ] DAIE 24 BRAE map il shuffle write A9 shuffle block A7)y, BT ISR NN shuffle reduce

NHATE sF RE{FH sortBaseShuffleWriter, {#  sortBaseShuffleWriter TJ [ SEIY map

combiner,

WMREHE T HIEEF

LERS R} executor N HIL Exception, {ERMAF heap EARRS . SAHRNEFEE.

X— 0] IAFE web Ul Y task FIIZFRFIEMIEIEE] stage A — task 1HXS T HAth task, H
computing time AR 1R,

EXFER T —MRZ shuffle KA T HIREN, H5E DT UG map combiner, FEAIX map Il
BRI shuffle reduce 9> X FIEE .

Iteoh, TTRBIT ZRTE 4RV topk B9 shuffle reduce 43X Y key 1B, SAIEHEITRL shuffle Key
f9 rdd partition ¥T_EBEHNEL, M— MDD E], RJFINTT reduceByKey #R1E, RIFEHEREIIEL,
B {T7—>K reduceByKey.,

IMRAEXHFE, TTIAEA hive.

Heap User

Heap User fEFS
RARBEXHIEENY, XN P spark core api FE spark sql api IS {EH
T HEUREHITRIE. FiMfTE T —L heap JHFE.

Heap User I~ &
FTE heap NEMIIBNR . — M2 ¥ task BOTTELER . RDD. collect £ driver FHAYEIE

2, XFER, TEEFRZTIIA comector, SLAHRITEMES,
TEEHwERFPHIT sql BRHE, S 1TIE insert #1E. BIE 3 select IEUATR , 2 driver
NEFERRT, XIER TEIER limit #1E, 3(F #A spark AR TOREITNEE.,

7.9.2 HBase RN EFME R EHEREHA?

s fRIEA P EB R admin IXPRFA create 1XFR .
- SIEBRINIEE . BIEE t_task_log Tk, FFEf, TTLIRE 86400 FHiLHA,

create 't_task_log',{NAME => 'f', TTL=>'86400'}

- AEBROEM EIEE.



O xBc

alter "t_task_log",NAME=>'data', TTL=>'86400"' #1Xx& TTL &, {fEBT%i%

data

7.9.3 W{AIEF HBase HE?

1. {#FF root A3 P EREREAY Master 5 rs TH 2.,

2. 4T cd /var/log/Bigdata/hbase/ #r% . #EAZ|“/var/log/Bigdata/hbase/" B % .
EDEEE HBase El%1§l§\o

7.9.4 HBase ST ESRE LT MHL?

HBase H BUBMAXIFIEGEE A snappy #1 gz, WRIBFEZTLUENM 120, 124, bzip2 FE
EXF.

7.9.5 Kaftka BBTSZFH05 a1t BV B HBLE?

Katka B BT 35 4 FINERYA351a) . PLAINTEXT. SSL. SASL_PLAINTEXT. SASL_SSL,

* PLAINTEXT 2z &l 8 H91MY . € RSO AR EdE . MMEAHEINE S SO EILYLH.

* SSL (Secure Sockets Layer) f—fLEMMY, BATERFHMRSEZEMNERE.
WidfEA SSL, o INRREIEEEH IETEMEN, MRS TReM., SSLih
WIBE BB Kafka IR FECE SSLIERUHITREEE.

+ SASL_PLAINTEXT (Simple Authentication and Security Layer with Plain Text) {£F3 &8
SHEING, BERATENMEANBENELTHTARSHEIE. EERAEHM
RS BRSO R L H .

* SASL_SSL  (Simple Authentication and Security Layer with SSL) #5477 SSL F1 SASL,
REETERANLE M., ©@IL SSL fiEEE. FEH SASL #fT5HmRiE. X
i& Kafka PFRLZEMNETNZ —, EATEABNEREFHITLREBE.

 Kafka H1, 1E35E S AYIHLEBUR T REEN T & BRI,

7.9.6 iH%k Kafka Topic B#$5 “Not Authorized to access group
XXX SqaT b 38 ?

ZIREEH T kafka JHFEFAERD ACL RINFEH,
T ROBIE I T e ST T IB T E A XXX AR -
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./kafka—acls.sh ——authorizer—properties zookeeper.connect=localhost:2181/kafk

a ——add —-allow—principal User:UserName ——operation Read ——group XXX

7.9.7 B MR M{Ai&E#E spark—shell?

1. E—RPEREHEPIHT A,

2. BLE/usr/local/ | spark Bk H % conf NAVECE, FEZ Spark—env.sh &
B2 E SPARK_HOME. HADOOP_HOME. HADOOP_CLASSPATH %0

3. MRLFIERC B Kerberos TAMIE, T TaSIAMESBIA A, MR YFER
K JGF Kerberos TAIE, MTEHEHITE TS

a. B klist —kt <keytab X{HE&{Z>, F5EX keytab SUEAY principal , f5l%0 klist —

user . keytab FK18 user/hostname@realm,

b. ZRJF kinit —kt <keytab X {FE&1E> <FKEXZE|AY principal™>, 40 kinit —kt

user .keytab user/hostname@realm,
c. KinitIAIETERERE. TR klist —I EF,

4. fNE SPARK_HOME/bin ELER B RAMBELEF , TUERE spark—shell FHA.
ENFEE LT SPARK_HOME/bin 1T,

7.9.8 B MR M{AIiZEHE spark—beeline?
Spark—beeline E#EHY B FR 0] UZ spark thrift server. 3] U2 kyuubi server,
AT spark thrift server A5, HREHEERENT .

1. BEBLE spark thrift fHXECE .

a. Spark—env.sh A B & F £ fic & JAVA_HOME . HADOOP_HOME .
HADOOP_CLASSPATH, HADOOP_CONF_DIR ZEIfBEE,

/usr/jdk64/current
usr/local/hadoop3

-/usr/local/hadoop3/etc/hadoop

c. SPARK_HOME/conf B&IZ2THY hive—site.xml S {Ef, FEERBMNT.

hive.server2.transport.mode — Set this to value: http
hive.server2.thrift.http.port — HTTP port number to listen on; defa

ult is 10001
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AR hive—site. xml ZHERE . H spark F hive i, BATREERE cp 12 XH
] SPARK_HOME/conf TN,

d. Spark—defaults.conf IR hadoop EEBEFF 2T Kerberos ANIE, FPAFERE
spark . sql,

2. J33f spark thrift server,

SPARK_HOME/sbin/start-thriftserver.sh

3. WMRYFTEEC BH Kerberos IAME. HATUATHSINESBIE A, MNRYFERE
& B Kerberos TANIE, NETHHITILGS

a. B klist —kt <keytab SU{FE&IZ>, $KEX keytab LAY principal , 40 klist —

user.keytab ¥k%5 user/hostname@realm,

b. ZRJF kinit —kt <keytab STHFERIZ> <FEENEIHY principal>, #Bl40 kinit —kt
user .keytab user/hostname@realm,

c. KinitINETERERGE. I klist -1 &F.,

4. Beeline §5& spark—thrift—server,

SPARK_HOME/bin -u ‘jdbc:hive2://<host>:<port>/<database>;principa

|=user/hostname@realm?spark.yarn.queue=root.default’ —n user

5. WITMTHLTEERER, BRELRPFER est, BIFRIA[E) OBS AL,

show databases

default |
demo |
doristest |
hive_test |
hudidb |
million_tables |
new_database |
new_database_1 |
p_doctor |
pdwd |
pdws |
pods
pstage |
row_counts |
test
test_smallfiles |
testdistcp |
tpcds_1000_orc |
tpcds_1000_orc2 |
tpcds_1000_text |
tpcds_orc_1 |
tpcds_orc_java_l
tpcds_orc_java_1000 |
tpcds_text_1 |
tpcds_text_java_l
tpcds_text_java_1000 |
|

28 rows selected (0.603 seccnds)
0: jdbc:hive2://nm-bigdata-030017237.ctc.loca> show databases;
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Spark EI1&T7E executor container HFEAY JVM _EHRY, spark . yarn. executor . memoryOverHead

18AY7E executor jvm RUMEINATE.
*

NodeManager
yarn.scheduler.maximum-allocation-mb

Executor Container (JVM)

spark.yarn.executor. spark.executor.memory
memoryOverHead
Off-heap Heap
Executor container JH ¥ B & A £ = spark.yarn.executor.memoryOverhead +

spark . executor .memory + spark .memory . offHeap . size+spark . executor . pyspark . memory

Hrh spark . executor .memory , spark.memory .offHeap.size & spark TR BRI R AY
FiERTF.

spark . executor . pyspark .memory 7= pyspark 1z {7 Bf . 7E spark.executor.memory +
spark .memory . offHeap . size Z NI FFEH.

spark . yarn . executor . memoryOverhead F§AY/E executor container H#E, EfTHTEIEX JEHE
EBIE9TTEE. BIHATITSE.

TEE W RTHBESMBENAE. B4Rk, 10, FEEFEMEANRE.

RBURE

7E spark JRRDH, ZBHE I TALE -
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Fr A, B spak 2.3 Z &, ¥ {# F spark.executor.memoryOverhead |,

spark . yarn . executor . memoryOverhead,

7.9.10 SparkSQL 5id) Hive 4} X &/Z 5N Job BIFERTEA<IN{A
Ab1E?
16 B 35¢ A

&£ F Spark SQL A[E] Hive TRA—PMRAK ., BRETEREANRIS.
DTS

e

select** x,y from test where **x=1 (Hrh x Z test &pJ Partition 2EZ)

FERS#H

1258 spark JRADIBAE, EBIMEEITRIREEXIAA getPartitionsByFilter 773% & hive
h RIEE x=1 HREE.,

BEAT—EERERE ., S35 getPartitionsByFilter AIIEE THEKRM, M ELRFAMAE test
HAXELR. FRE,

Blgn, Befil x FERZ String KB BRFATHI SQL FARZE where x="1" , & where x=1
X SE T 181E TR,

I hive X FRiIBIE THERMAEVEIL . FAT0T U T AL EE -
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« BMNBEERE sl FHEEZHIER.
« TR SOl AR TE R T R 1E1E THEEE.

RELR

X1 SOL BRI IR R AYiBE T2, BER Spark SOL BUAF BETH XS
TERNWMTITWLL. BE T BFHIT Analyze Table (BRIAFFEBHRETTE XA
spark . sl . statistics . fallBack ToHdfs=true, ] 1@ITECE 4 false [H]) .

FEE. saL TR HAERN P REIHER, FEARMITIRNRINGEE .
WNFROATHEFIRBINER, ST B NRBNERAFH BE SN DR L, 317 join BIE,
AAF5E shuffle Bifj].,

LRI TF Join HRBRAMNMRENK, EREHER KNP XRELRPCIFR MIE
.

# SparkSQL FIRE N TS EEHIETT:

set spark.sqgl.statistics.fallBackToHdfs=false;

N E T BN ZRER——conf & IX/MEN false:

——conf spark.sql.statistics.fallBackToHdfs=false

7.9.11 SN{AFKEN Spark Jar H?

1. 3RBEUE Spark 43

M maven FREE/ LA EEE KR Spark mITFrHEZ A& . o LM Spark Apache
B MZRER Spark X A9 Pk .

Spark & P jars B X B S Spark iz THKER.

Spark i N MIESE Spark Apache BN,

2. 3KHR Spark—core S Spark {3

BR T 181d Spark Apache B M T & /7 i3k BUHN maven Hf 6 EEK B A th o] PUE IS R
BITEIIRER.

A ARIEAN T e S 4T Spark JRRLITE .

BEITRGS

./build/mvn —Pyarn —-Phive —Phive-thriftserver —DskipTests clean package
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BERHEYTEHS:

./build/mvn —pl :spark-streaming_2.12 clean install

7.9.12 Trino AMAEE & HA XHEIE?

IEHNEHRIRE, 7E Trino 22 B XELE XN A catalog SCHENTT, M MySQL #EE A4 .

1. BJE${trino_home}/etc/catalog/mysql . properties,

2. #%%E mysql . properties:

connector.name=mysq|l
connection-url=jdbc:mysql://127.0.0.1:3306
connection—-user=test

connection—password=test

< A
BEARMEIERECE T 52% Trino N B 73045,

7.10 1EREMLIL K
B MapReduce ER R AL IFER R S?

B VR EBASHEERG. B FRNESBBIREEER CTECS, SRAH
MO EERGESARE, HILERE VR SRR, MHSBWERTMA,

B MapReduce SEB R B X IR ERSA?
B MR D S AIFURIRERG. BWEAEERE MR &8I, BHEXER
B, TTPMEERZIREZTE, MREZTWERATEAFGE, RHERE.

INATERE SRBF Core W RBITIRGER E?

1. #EAE MR Manager B2 51 YARN IR AIFIE L. DIRE" REERF TWE, &
TEE YARN RRNALREEAEEE, HIAEEFRESHREAE.
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2.

3.

¥ & F & X “yarn.nodemanager.resource.memory—mb” B &
“yarn . nodemanager . resource . cpu—vcores” BB , 1BIRIEEEEM T = AFEH CPU 12451

ASKRRIE R RIZE.

FREEEFEBITZMAIPRS LA,

ST R A B K S AR 557

1.

N

w

~

M root HPEREHNEITR.
KREXERS 2 S B,

fEECS FmH, #1417 systemctl status firewalld.service fip%
KADKIEIRS .

FEECS T, 4T systemctl stop firewalld. service fip%

o
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